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The Intergovernmental Panel on Climate Change (IPCC) was set up jointly by the World Meteorological Organization and the United
Nations Environment Programme to provide an authoritative international statement of scientific understanding of climate change. The
IPCC’s periodic assessments of the causes, impacts and possible response strategies to climate change are the most comprehensive

and up-to-date reports available on the subject, and form the standard reference for all concerned with climate change in academia,
government and industry worldwide. Through three working groups, many hundreds of international experts assess climate change in this
Fourth Assessment Report. The Report consists of three main volumes under the umbrella title Climate Change 2007, all available from
Cambridge University Press:

Climate Change 2007 - The Physical Science Basis
Contribution of Working Group I to the Fourth Assessment Report of the IPCC
(ISBN 978 0521 88009-1 Hardback; 978 0521 70596-7 Paperback)

Climate Change 2007 - Impacts, Adaptation and Vulnerability
Contribution of Working Group II to the Fourth Assessment Report of the [IPCC
(978 0521 88010-7 Hardback; 978 0521 70597-4 Paperback)

Climate Change 2007 - Mitigation of Climate Change
Contribution of Working Group III to the Fourth Assessment Report of the IPCC
(978 0521 88011-4 Hardback; 978 0521 70598-1 Paperback)

Climate Change 2007 - The Physical Science Basis is the most comprehensive and up-to-date scientific assessment of past, present and
future climate change. The report provides:

« the most complete and quantitative assessment of how human activities are affecting the radiative energy balance in the
atmosphere

* a more extensive assessment of changes observed throughout the climate system than ever before using the latest measurements
covering the atmosphere, land surface, oceans, and snow, ice and frozen ground

* a detailed assessment of past climate change and its causes

« the first probabilistic assessment of climate model simulations and projections using detailed atmosphere-ocean coupled models
from 18 modelling centres around the world

* a detailed assessment of climate change observations, modelling, and attribution for every continent
Simply put, this latest assessment of the IPCC will again form the standard scientific reference for all those concerned with climate change

and its consequences, including students and researchers in environmental science, meteorology, climatology, biology, ecology and
atmospheric chemistry, and policy makers in governments and industry worldwide.



From reviews of the Third Assessment Report — Climate Change 2001:

‘The detail is truly amazing ... invaluable works of reference ... no reference or science library should be without a set
[of the IPCC volumes] ... unreservedly recommended to all readers.’
Journal of Meteorology

“This well-edited set of three volumes will surely be the standard reference for nearly all arguments related with
global warming and climate change in the next years. It should not be missing in the libraries of atmospheric and
climate research institutes and those administrative and political institutions which have to deal with global change and
sustainable development.’

Meteorologische Zeitschrift

‘... likely to remain a vital reference work until further research renders the details outdated by the time of the next
survey ... another significant step forward in the understanding of the likely impacts of climate change on a global scale.’
International Journal of Climatology

‘The IPCC has conducted what is arguably the largest, most comprehensive and transparent study ever undertaken by
mankind ... The result is a work of substance and authority, which only the foolish would deride.’
Wind Engineering

‘... the weight of evidence presented, the authority that IPCC commands and the breadth of view can hardly fail to
impress and earn respect. Each of the volumes is essentially a remarkable work of reference, containing a plethora of
information and copious bibliographies. There can be few natural scientists who will not want to have at least one of
these volumes to hand on their bookshelves, at least until further research renders the details outdated by the time of the
next survey.’

The Holocene

‘The subject is explored in great depth and should prove valuable to policy makers, researchers, analysts, and students.’
American Meteorological Society

From reviews of the Second Assessment Report — Climate Change 1995:

‘... essential reading for anyone interested in global environmental change, either past, present or future. ... These
volumes have a deservedly high reputation’
Geological Magazine

‘... atremendous achievement of coordinating the contributons of well over a thousand individuals to produce an
authoritative, state-of-the-art review which will be of great value to decision-makers and the scientific community at
large ... an indispensable reference.’

International Journal of Climatology

‘... a wealth of clear, well-organized information that is all in one place ... there is much to applaud.’
Environment International
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Foreword

Representing the first major global assessment of climate change
science in six years, “Climate Change 2007 — The Physical Science
Basis” has quickly captured the attention of both policymakers and the
general public. The report confirms that our scientific understanding
of the climate system and its sensitivity to greenhouse gas emissions
is now richer and deeper than ever before. It also portrays a dynamic
research sector that will provide ever greater insights into climate
change over the coming years.

The rigor and credibility of this report owes much to the unique
nature of the Intergovernmental Panel on Climate Change (IPCC).
Established by the World Meteorological Organization and the United
Nations Environment Programme in 1988, the IPCC is both an
intergovernmental body and a network of the world’s leading climate
change scientists and experts.

The chapters forming the bulk of this report describe scientists’
assessment of the state-of-knowledge in their respective fields. They
were written by 152 coordinating lead authors and lead authors from
over 30 countries and reviewed by over 600 experts. A large number of
government reviewers also contributed review comments.

The Summary for Policymakers was approved by officials from 113
governments and represents their understanding — and their ownership
— of the entire underlying report. It is this combination of expert and
government review that constitutes the strength of the IPCC.

The IPCC does not conduct new research. Instead, its mandate is to
make policy-relevant — as opposed to policy-prescriptive — assessments
of the existing worldwide literature on the scientific, technical and
socio-economic aspects of climate change. Its earlier assessment
reports helped to inspire governments to adopt and implement the
United Nations Framework Convention on Climate Change and the
Kyoto Protocol. The current report will also be highly relevant as
Governments consider their options for moving forward together to
address the challenge of climate change.

Climate Change 2007 — the Physical Science Basis is the first
volume of the IPCC’s Fourth Assessment Report. The second volume
considers climate change impacts, vulnerabilities and adaptation
options, while the third volume assesses the opportunities for and the
costs of mitigation. A fourth volume provides a synthesis of the IPCC’s
overall findings.

The Physical Science Basis was made possible by the commitment
and voluntary labor of the world’s leading climate scientists. We
would like to express our gratitude to all the Coordinating Lead
Authors, Lead Authors, Contributing Authors, Review Editors and
Reviewers. We would also like to thank the staff of the Working
Group I Technical Support Unit and the IPCC Secretariat for their
dedication in coordinating the production of another successful IPCC
report.

Many Governments have supported the participation of their
resident scientists in the IPCC process and contributed to the IPCC
Trust Fund, thus also assuring the participation of experts from
developing countries and countries with economies in transition. The
governments of Italy, China, New Zealand and Norway hosted drafting
sessions, while the Government of France hosted the final plenary that
approved and accepted the report. The Government of the United States
of America funded the Working Group I Technical Support Unit.

Finally, we would like to thank Dr R.K. Pachauri, Chairman of
the IPCC, for his sound direction and tireless and able guidance of
the IPCC, and Dr. Susan Solomon and Prof. Dahe Qin, the Co-Chairs
of Working Group I, for their skillful leadership of Working Group I
through the production of this report.

M. Jarraud
Secretary General
World Meteorological Organization

g{é—-—»—&
A. Steiner

Executive Director
United Nations Environment Programme






Preface

This Working Group 1 contribution to the IPCC’s Fourth
Assessment Report (AR4) provides a comprehensive assessment of
the physical science of climate change and continues to broaden the
view of that science, following on from previous Working Group I
assessments. The results presented here are based on the extensive
scientific literature that has become available since completion of the
IPCC’s Third Assessment Report, together with expanded data sets,
new analyses, and more sophisticated climate modelling capabilities.

This report has been prepared in accordance with rules and
procedures established by the IPCC and used for previous assessment
reports. The report outline was agreed at the 21st Session of the Panel in
November 2003 and the lead authors were accepted at the 31st Session
of the IPCC Bureau in April 2004. Drafts prepared by the authors were
subject to two rounds of review and revision during which over 30,000
written comments were submitted by over 650 individual experts
as well as by governments and international organizations. Review
Editors for each chapter have ensured that all substantive government
and expert review comments received appropriate consideration.
The Summary for Policymakers was approved line-by-line and the
underlying chapters were then accepted at the 10th Session of IPCC
Working Group I from 29 January to 1 February 2007.

Scope of the Report

The Working Group I report focuses on those aspects of the
current understanding of the physical science of climate change that
are judged to be most relevant to policymakers. It does not attempt
to review the evolution of scientific understanding or to cover all of
climate science. Furthermore, this assessment is based on the relevant
scientific literature available to the authors in mid-2006 and the reader
should recognize that some topics covered here may be subject to
further rapid development.

A feature of recent climate change research is the breadth of
observations now available for different components of the climate
system, including the atmosphere, oceans, and cryosphere. Additional
observations and new analyses have broadened our understanding and
enabled many uncertainties to be reduced. New information has also
led to some new questions in areas such as unanticipated changes in ice
sheets, their potential effect on sea level rise, and the implications of
complex interactions between climate change and biogeochemistry.

In considering future projections of climate change, this report
follows decisions made by the Panel during the AR4 scoping and
approval process to use emission scenarios that have been previously
assessed by the IPCC for consistency across the three Working Groups.
However, the value of information from new climate models related to
climate stabilization has also been recognized. In order to address both
topics, climate modelling groups have conducted climate simulations
that included idealized experiments in which atmospheric composition
is held constant. Together with climate model ensemble simulations,
including many model runs for the 20th and 21st centuries, this
assessment has been able to consider far more simulations than any
previous assessment of climate change.

The IPCC assessment of the effects of climate change and of options
for responding to or avoiding such effects, are assessed by Working
Groups II and III and so are not covered here. In particular, while
this Working Group I report presents results for a range of emission
scenarios consistent with previous reports, an updated assessment
of the plausible range of future emissions can only be conducted by
Working Group III.

The Structure of this Report

This Working Group I assessment includes, for the first time, an
introductory chapter, Chapter 1, which covers the ways in which
climate change science has progressed, including an overview of the
methods used in climate change science, the role of climate models
and evolution in the treatment of uncertainties.

Chapters 2 and 7 cover the changes in atmospheric constituents
(both gases and acrosols) that affect the radiative energy balance in
the atmosphere and determine the Earth’s climate. Chapter 2 presents
a perspective based on observed change in the atmosphere and covers
the central concept of radiative forcing. Chapter 7 complements this by
considering the interactions between the biogeochemical cycles that
affect atmospheric constituents and climate change, including aerosol/
cloud interactions.

Chapters 3, 4 and 5 cover the extensive range of observations now
available for the atmosphere and surface, for snow, ice and frozen
ground, and for the oceans respectively. While observed changes
in these components of the climate system are closely inter-related
through physical processes, the separate chapters allow a more focused
assessment of available data and their uncertainties, including remote
sensing data from satellites. Chapter 5 includes observed changes in
sea level, recognizing the strong interconnections between these and
ocean heat content.

Chapter 6 presents a palacoclimatic perspective and assesses
the evidence for past climate change and the extent to which that is
explained by our present scientific understanding. It includes a new
assessment of reconstructed temperatures for the past 1300 years.

Chapter 8 covers the ways in which physical processes are
simulated in climate models and the evaluation of models against
observed climate, including its average state and variability. Chapter
9 covers the closely related issue of the extent to which observed
climate change can be attributed to different causes, both natural and
anthropogenic.

Chapter 10 covers the use of climate models for projections of
global climate including their uncertainties. It shows results for
different levels of future greenhouse gases, providing a probabilistic
assessment of a range of physical climate system responses and the
time scales and inertia associated with such responses. Chapter 11
covers regional climate change projections consistent with the global
projections. It includes an assessment of model reliability at regional
levels and the factors that can significantly influence regional scale
climate change.

The Summary for Policymakers (SPM) and Technical Summary
(TS) of this report follow a parallel structure and each includes
cross references to the chapter and section where the material being
summarized can be found in the underlying report. In this way these
summary components of the report provide a road-map to the content
of the entire report and the reader is encouraged to use the SPM and
TS in that way.

An innovation in this report is the inclusion of 19 Frequently Asked
Questions, in which the authors provide scientific answers to a range
of general questions in a form that will be useful for a broad range
of teaching purposes. Finally the report is accompanied by about 250
pages of supplementary material that was reviewed along with the
chapter drafts and is made available on CDRom and in web-based
versions of the report to provide an additional level of detail, such as
results for individual climate models.

vii



Some key policy-relevant questions and issues addressed in this report and the relevant chapters

Question Chapters

measurements?

changes in glaciers and ice sheets?

and how are they expected to change in the future?

How has the science of climate change advanced since the IPCC began? 1

What is known about the natural and anthropogenic agents that contribute to climate
change, and the underlying processes that are involved?

How has climate been observed to change during the period of instrumental

What is known of palaeoclimatic changes, before the instrumental era, over time scales of
hundreds to millions of years, and the processes that caused them?

How well do we understand human and natural contributions to recent climate change,
and how well can we simulate changes in climate using models?

How is climate projected to change in the future, globally and regionally?

What is known about past and projected changes in sea level, including the role of

Are extremes such as heavy precipitation, droughts, and heat waves changing and why,

2,6,7

3,4,5

6,9

8,9

10, 11

4,5,6,10

3,5,9,10, 11
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Summary for Policymakers

Introduction

The Working Group I contribution to the IPCC Fourth
Assessment Report describes progress in understanding of
the human and natural drivers of climate change,! observed
climate change, climate processes and attribution, and
estimates of projected future climate change. It builds
upon past IPCC assessments and incorporates new findings
from the past six years of research. Scientific progress
since the Third Assessment Report (TAR) is based upon
large amounts of new and more comprehensive data,
more sophisticated analyses of data, improvements in
understanding of processes and their simulation in models
and more extensive exploration of uncertainty ranges.

The basis for substantive paragraphs in this Summary
for Policymakers can be found in the chapter sections
specified in curly brackets.

Human and Natural Drivers

of Climate Change

Changes in the atmospheric abundance of greenhouse
gases and aerosols, in solar radiation and in land surface
properties alter the energy balance of the climate system.
These changes are expressed in terms of radiative
forcing,? which is used to compare how a range of human
and natural factors drive warming or cooling influences
on global climate. Since the TAR, new observations and
related modelling of greenhouse gases, solar activity, land
surface properties and some aspects of aerosols have led
to improvements in the quantitative estimates of radiative
forcing.

Global atmospheric concentrations of carbon
dioxide, methane and nitrous oxide have increased
markedly as a result of human activities since 1750
and now far exceed pre-industrial values determined
from ice cores spanning many thousands of years
(see Figure SPM.1). The global increases in carbon
dioxide concentration are due primarily to fossil fuel
use and land use change, while those of methane
and nitrous oxide are primarily due to agriculture.
{2.3,6.4,7.3}

Carbon dioxide is the most important anthropogenic
greenhouse gas (see Figure SPM.2). The global
atmospheric concentration of carbon dioxide has
increased from a pre-industrial value of about 280 ppm
to 379 ppm3 in 2005. The atmospheric concentration
of carbon dioxide in 2005 exceeds by far the natural
range over the last 650,000 years (180 to 300 ppm) as
determined from ice cores. The annual carbon dioxide
concentration growth rate was larger during the last
10 years (1995-2005 average: 1.9 ppm per year), than
it has been since the beginning of continuous direct
atmospheric measurements (1960-2005 average: 1.4
ppm per year) although there is year-to-year variability
in growth rates. {2.3,7.3}

The primary source of the increased atmospheric
concentration of carbon dioxide since the pre-industrial
period results from fossil fuel use, with land-use change
providing another significant but smaller contribution.
Annual fossil carbon dioxide emissions* increased
from an average of 6.4 [6.0 to 6.8]5 GtC (23.5 [22.0 to
25.0] GtCO,) per year in the 1990s to 7.2 [6.9 to 7.5]
GtC (26.4 [25.3 t0 27.5] GtCO,) per year in 2000-2005
(2004 and 2005 data are interim estimates). Carbon
dioxide emissions associated with land-use change

Climate change in IPCC usage refers to any change in climate over time, whether due to natural variability or as a result of human activity. This usage differs from
that in the United Nations Framework Convention on Climate Change, where climate change refers to a change of climate that is attributed directly or indirectly to
human activity that alters the composition of the global atmosphere and that is in addition to natural climate variability observed over comparable time periods.

S

Radliative forcing is a measure of the influence that a factor has in altering the balance of incoming and outgoing energy in the Earth-atmosphere system and is an
index of the importance of the factor as a potential climate change mechanism. Positive forcing tends to warm the surface while negative forcing tends to cool it. In
this report, radiative forcing values are for 2005 relative to pre-industrial conditions defined at 1750 and are expressed in watts per square metre (W m-2). See Glos-
sary and Section 2.2 for further details.

©

ppm (parts per million) or ppb (parts per billion, 1 billion = 1,000 million) is the ratio of the number of greenhouse gas molecules to the total number of molecules of
dry air. For example, 300 ppm means 300 molecules of a greenhouse gas per million molecules of dry air.

IS

Fossil carbon dioxide emissions include those from the production, distribution and consumption of fossil fuels and as a by-product from cement production. An
emission of 1 GtC corresponds to 3.67 GtCO,.

o

In general, uncertainty ranges for results given in this Summary for Policymakers are 90% uncertainty intervals unless stated otherwise, that is, there is an estimated
5% likelihood that the value could be above the range given in square brackets and 5% likelihood that the value could be below that range. Best estimates are
given where available. Assessed uncertainty intervals are not always symmetric about the corresponding best estimate. Note that a number of uncertainty ranges in
the Working Group | TAR corresponded to 2 standard deviations (95%), often using expert judgement.
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Figure SPM.1. Atmospheric concentrations of carbon dioxide,
methane and nitrous oxide over the last 10,000 years (large
panels) and since 1750 (inset panels). Measurements are shown
from ice cores (symbols with different colours for different studies)
and atmospheric samples (red lines). The corresponding radiative
forcings are shown on the right hand axes of the large panels.
{Figure 6.4}

are estimated to be 1.6 [0.5 to 2.7] GtC (5.9 [1.8 to
9.9] GtCO,) per year over the 1990s, although these
estimates have a large uncertainty. {7.3}

The global atmospheric concentration of methane has
increased from a pre-industrial value of about 715 ppb
to 1732 ppb in the early 1990s, and was 1774 ppb in
2005. The atmospheric concentration of methane
in 2005 exceeds by far the natural range of the last
650,000 years (320 to 790 ppb) as determined from ice
cores. Growth rates have declined since the early 1990s,
consistent with total emissions (sum of anthropogenic
and natural sources) being nearly constant during this
period. It is very likely® that the observed increase
in methane concentration is due to anthropogenic
activities, predominantly agriculture and fossil fuel
use, but relative contributions from different source
types are not well determined. {2.3, 7.4}

The global atmospheric nitrous oxide concentration
increased from a pre-industrial value of about 270
ppb to 319 ppb in 2005. The growth rate has been
approximately constant since 1980. More than a third
of all nitrous oxide emissions are anthropogenic and
are primarily due to agriculture. {2.3, 7.4}

The understanding of anthropogenic warming and
cooling influences on climate has improved since
the TAR, leading to very high confidence’ that the
global average net effect of human activities since
1750 has been one of warming, with a radiative
forcing of +1.6 [+0.6 to +2.4] W m~2 (see Figure
SPM.2). {2.3., 6.5, 2.9}

The combined radiative forcing due to increases in
carbon dioxide, methane, and nitrous oxide is +2.30
[+2.07 to +2.53] W m=2, and its rate of increase
during the industrial era is very likely to have been
unprecedented in more than 10,000 years (see Figures

6 In this Summary for Policymakers, the following terms have been used to

indicate the assessed likelihood, using expert judgement, of an outcome or
a result: Virtually certain > 99% probability of occurrence, Extremely likely >
95%, Very likely > 90%, Likely > 66%, More likely than not > 50%, Unlikely
< 33%, Very unlikely < 10%, Extremely unlikely < 5% (see Box TS.1 for more
details).

7 In this Summary for Policymakers the following levels of confidence have

been used to express expert judgements on the correctness of the underly-
ing science: very high confidence represents at least a 9 out of 10 chance
of being correct; high confidence represents about an 8 out of 10 chance of
being correct (see Box TS.1)
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SPM.1 and SPM.2). The carbon dioxide radiative
forcing increased by 20% from 1995 to 2005, the
largest change for any decade in at least the last 200
years. {2.3,6.4}

Anthropogenic contributions to aerosols (primarily
sulphate, organic carbon, black carbon, nitrate and
dust) together produce a cooling effect, with a total
direct radiative forcing of —0.5 [-0.9 to —0.1] W m2
and an indirect cloud albedo forcing of —0.7 [-1.8 to
—0.3] W m2. These forcings are now better understood
than at the time of the TAR due to improved in situ,
satellite and ground-based measurements and more

comprehensive modelling, but remain the dominant
uncertainty in radiative forcing. Aerosols also influence
cloud lifetime and precipitation. {2.4,2.9, 7.5}

Significant anthropogenic contributions to radiative
forcing come from several other sources. Tropospheric
ozone changes due to emissions of ozone-forming
chemicals (nitrogen oxides, carbon monoxide, and
hydrocarbons) contribute +0.35 [+0.25 to +0.65]
W m2. The direct radiative forcing due to changes
in halocarbons® is +0.34 [+0.31 to +0.37] W m=2.
Changes in surface albedo, due to land cover changes
and deposition of black carbon aerosols on snow, exert

RapIATIVE FORCING COMPONENTS
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Figure SPM.2. Global average radiative forcing (RF) estimates and ranges in 2005 for anthropogenic carbon dioxide (CO,), methane
(CH,), nitrous oxide (N,0O) and other important agents and mechanisms, together with the typical geographical extent (spatial scale) of
the forcing and the assessed level of scientific understanding (LOSU). The net anthropogenic radiative forcing and its range are also
shown. These require summing asymmetric uncertainty estimates from the component terms, and cannot be obtained by simple addition.
Additional forcing factors not included here are considered to have a very low LOSU. Volcanic aerosols contribute an additional natural
forcing but are not included in this figure due to their episodic nature. The range for linear contrails does not include other possible effects
of aviation on cloudiness. {2.9, Figure 2.20}

8 Halocarbon radiative forcing has been recently assessed in detail in IPCC’s Special Report on Safeguarding the Ozone Layer and the Global Climate System (2005).
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respective forcings of —0.2 [-0.4 to 0.0] and +0.1 [0.0
to +0.2] W m 2. Additional terms smaller than 0.1 W
m~2 are shown in Figure SPM.2. {2.3,2.5,7.2}

e Changes in solar irradiance since 1750 are estimated
to cause a radiative forcing of +0.12 [+0.06 to +0.30]
W m2, which is less than half the estimate given in the
TAR. {2.7}

Direct Observations of Recent

Climate Change

Since the TAR, progress in understanding how climate is
changing in space and in time has been gained through
improvements and extensions of numerous datasets and
data analyses, broader geographical coverage, better
understanding of uncertainties, and a wider variety of
measurements. Increasingly comprehensive observations
are available for glaciers and snow cover since the 1960s,
and for sea level and ice sheets since about the past
decade. However, data coverage remains limited in some
regions.

Warming of the climate system is unequivocal, as is
now evident from observations of increases in global
average air and ocean temperatures, widespread
melting of snow and ice, and rising global average
sea level (see Figure SPM.3). {3.2, 4.2, 5.5}

* Eleven ofthe last twelve years (1995-2006) rank among
the 12 warmest years in the instrumental record of
global surface temperature® (since 1850). The updated
100-year linear trend (1906 to 2005) of 0.74°C [0.56°C
to 0.92°C] is therefore larger than the corresponding
trend for 1901 to 2000 given in the TAR of 0.6°C
[0.4°C to 0.8°C]. The linear warming trend over the
last 50 years (0.13°C [0.10°C to 0.16°C] per decade)
is nearly twice that for the last 100 years. The total
temperature increase from 1850—1899 to 2001-2005 is
0.76°C [0.57°C to 0.95°C]. Urban heat island effects
are real but local, and have a negligible influence (less
than 0.006°C per decade over land and zero over the
oceans) on these values. {3.2}

New analyses of balloon-borne and satellite
measurements of lower- and mid-tropospheric
temperature show warming rates that are similar
to those of the surface temperature record and are
consistent within their respective uncertainties, largely
reconciling a discrepancy noted in the TAR. {3.2, 3.4}

The average atmospheric water vapour content has
increased since at least the 1980s over land and ocean
as well as in the upper troposphere. The increase is
broadly consistent with the extra water vapour that
warmer air can hold. {3.4}

Observations since 1961 show that the average
temperature of the global ocean has increased to depths
of at least 3000 m and that the ocean has been absorbing
more than 80% of the heat added to the climate system.
Such warming causes seawater to expand, contributing
to sea level rise (see Table SPM.1). {5.2,5.5}

Mountain glaciers and snow cover have declined on
average in both hemispheres. Widespread decreases
in glaciers and ice caps have contributed to sea level
rise (ice caps do not include contributions from the
Greenland and Antarctic Ice Sheets). (See Table
SPM.1.) {4.6,4.7,4.8,5.5}

New data since the TAR now show that losses from
the ice sheets of Greenland and Antarctica have very
likely contributed to sea level rise over 1993 to 2003
(see Table SPM.1). Flow speed has increased for some
Greenland and Antarctic outlet glaciers, which drain ice
from the interior of the ice sheets. The corresponding
increased ice sheet mass loss has often followed
thinning, reduction or loss of ice shelves or loss of
floating glacier tongues. Such dynamical ice loss is
sufficient to explain most of the Antarctic net mass
loss and approximately half of the Greenland net mass
loss. The remainder of the ice loss from Greenland has
occurred because losses due to melting have exceeded
accumulation due to snowfall. {4.6,4.8, 5.5}

Global average sea level rose at an average rate of 1.8
[1.3 to 2.3] mm per year over 1961 to 2003. The rate
was faster over 1993 to 2003: about 3.1 [2.4 to 3.8]
mm per year. Whether the faster rate for 1993 to 2003
reflects decadal variability or an increase in the longer-
term trend is unclear. There is high confidence that

9 The average of near-surface air temperature over land and sea surface temperature.
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Figure SPM.3. Observed changes in (a) global average surface temperature, (b) global average sea level from tide gauge (blue) and
satellite (red) data and (c) Northern Hemisphere snow cover for March-April. All changes are relative to corresponding averages for
the period 1961-1990. Smoothed curves represent decadal average values while circles show yearly values. The shaded areas are the
uncertainty intervals estimated from a comprehensive analysis of known uncertainties (a and b) and from the time series (c). {FAQ 3.1,
Figure 1, Figure 4.2, Figure 5.13}
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the rate of observed sea level rise increased from the
19th to the 20th century. The total 20th-century rise is
estimated to be 0.17 [0.12 to 0.22] m. {5.5}

For 1993 to 2003, the sum of the climate contributions
is consistent within uncertainties with the total sea level
rise that is directly observed (see Table SPM.1). These
estimates are based on improved satellite and in situ
data now available. For the period 1961 to 2003, the
sum of climate contributions is estimated to be smaller
than the observed sea level rise. The TAR reported a
similar discrepancy for 1910 to 1990. {5.5}

e Satellite data since 1978 show that annual average

arctic sea ice extent has shrunk by 2.7 [2.1 to 3.3]%
per decade, with larger decreases in summer of 7.4 [5.0
to 9.8]% per decade. These values are consistent with
those reported in the TAR. {4.4}

Temperatures at the top of the permafrost layer have
generally increased since the 1980s in the Arctic (by
up to 3°C). The maximum area covered by seasonally
frozen ground has decreased by about 7% in the
Northern Hemisphere since 1900, with a decrease in
spring of up to 15%. {4.7}

¢ Long-termtrends from 1900 to 2005 have been observed
in precipitation amount over many large regions.!!
Significantly increased precipitation has been observed
in eastern parts of North and South America, northern
Europe and northern and central Asia. Drying has been
observed in the Sahel, the Mediterranean, southern
Africa and parts of southern Asia. Precipitation is
highly variable spatially and temporally, and data are
limited in some regions. Long-term trends have not
been observed for the other large regions assessed.!!
{3.3,3.9}

At continental, regional and ocean basin scales,
numerous long-term changes in climate have
been observed. These include changes in arctic
temperatures and ice, widespread changes in
precipitation amounts, ocean salinity, wind patterns
and aspects of extreme weather including droughts,
heavy precipitation, heat waves and the intensity of
tropical cyclones.!0 {3.2, 3.3, 3.4, 3.5, 3.6, 5.2}

* Average arctic temperatures increased at almost twice
the global average rate in the past 100 years. Arctic
temperatures have high decadal variability, and a warm
period was also observed from 1925 to 1945. {3.2}

e Changes in precipitation and evaporation over the
oceans are suggested by freshening of mid- and high-
latitude waters together with increased salinity in low-
latitude waters. {5.2}

Table SPM.1. Observed rate of sea level rise and estimated contributions from different sources. {5.5, Table 5.3}

Rate of sea level rise (mm per year)

Source of sea level rise 1961-2003 1993-2003
Thermal expansion 0.42 +0.12 1.6+0.5
Glaciers and ice caps 0.50+0.18 0.77 £ 0.22
Greenland Ice Sheet 0.05 +0.12 0.21 £ 0.07
Antarctic Ice Sheet 0.14 £ 0.41 0.21 +£0.35
Sum of individual climate 1.1+£05 2.8+0.7
contributions to sea level rise

Observed total sea level rise 1.8 +0.5a 3.1 +£0.72
Difference

(Observed minus sum of 0.7 £0.7 0.3+1.0
estimated climate contributions)

Table note:
a Data prior to 1993 are from tide gauges and after 1993 are from satellite altimetry.

10 Tropical cyclones include hurricanes and typhoons.

11 The assessed regions are those considered in the regional projections chapter of the TAR and in Chapter 11 of this report.
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¢ Mid-latitude westerly winds have strengthened in both

hemispheres since the 1960s. {3.5}

More intense and longer droughts have been observed
over wider areas since the 1970s, particularly in the
tropics and subtropics. Increased drying linked with
higher temperatures and decreased precipitation has
contributed to changes in drought. Changes in sea
surface temperatures, wind patterns and decreased
snowpack and snow cover have also been linked to
droughts. {3.3}

* The frequency of heavy precipitation events has

increased over most land areas, consistent with warming
and observed increases of atmospheric water vapour.
{3.8,3.9}

Widespread changes in extreme temperatures have been
observed over the last 50 years. Cold days, cold nights
and frost have become less frequent, while hot days,
hot nights and heat waves have become more frequent
(see Table SPM.2). {3.8}

Table SPM.2. Recent trends, assessment of human influence on the trend and projections for extreme weather events for which there
is an observed late-20th century trend. {Tables 3.7, 3.8, 9.4; Sections 3.8, 5.5, 9.7, 11.2-11.9}

Likelihood that trend
occurred in late 20th
century (typically
post 1960)

Phenomenon2 and
direction of trend

Likelihood of future trends
based on projections for

Likelihood of a
human contribution
to observed trend® 21st century using

SRES scenarios

Warmer and fewer cold

days and nights over Very likely© Likelyd Virtually certaind
most land areas

Warmer and more frequent

hot days and nights over Very likely® Likely (nights)d Virtually certaind

most land areas

Warm spells/heat waves.

Frequency increases over Likely More likely than notf Very likely
most land areas

Heavy precipitation events.

Frequency (or proportion of . . ‘ .
total rainfall from heavy falls) Likely More likely than not Very likely
increases over most areas

Area affected by Likely in many ) )
droughts increases regions since 1970s More likely than not Likely
Intense tropical cyclone Likely in some ) ] .
activity increases regions since 1970 More likely than not Likely
Increased incidence of

extreme high sea level Likely More likely than notf.h Likelyi

(excludes tsunamis)9

Table notes:
See Table 3.7 for further details regarding definitions.

a

b

® a o

[}

See Table TS.4, Box TS.5 and Table 9.4.

Decreased frequency of cold days and nights (coldest 10%).
Warming of the most extreme days and nights each year.
Increased frequency of hot days and nights (hottest 10%).
Magnitude of anthropogenic contributions not assessed. Attribution for these phenomena based on expert judgement rather than formal attribution

studies.

Extreme high sea level depends on average sea level and on regional weather systems. It is defined here as the highest 1% of hourly values of ob-
served sea level at a station for a given reference period.

Changes in observed extreme high sea level closely follow the changes in average sea level. {5.5} It is very likely that anthropogenic activity contributed

to arise in average sea level. {9.5}

In all scenarios, the projected global average sea level at 2100 is higher than in the reference period. {10.6} The effect of changes in regional weather
systems on sea level extremes has not been assessed.
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e There is observational evidence for an increase in
intense tropical cyclone activity in the North Atlantic
since about 1970, correlated with increases of tropical
sea surface temperatures. There are also suggestions
of increased intense tropical cyclone activity in some
other regions where concerns over data quality are
greater. Multi-decadal variability and the quality of
the tropical cyclone records prior to routine satellite
observations in about 1970 complicate the detection
of long-term trends in tropical cyclone activity. There
is no clear trend in the annual numbers of tropical
cyclones. {3.8}

Some aspects of climate have not been observed to
change. {3.2, 3.8,4.4,5.3}

* A decrease in diurnal temperature range (DTR) was
reported in the TAR, but the data available then extended
only from 1950 to 1993. Updated observations reveal
that DTR has not changed from 1979 to 2004 as both
day- and night-time temperature have risen at about
the same rate. The trends are highly variable from one
region to another. {3.2}

* Antarctic sea ice extent continues to show interannual
variability and localised changes but no statistically
significant average trends, consistent with the lack
of warming reflected in atmospheric temperatures
averaged across the region. {3.2,4.4}

e There is insufficient evidence to determine whether
trends exist in the meridional overturning circulation
(MOC) of the global ocean or in small-scale phenomena
such as tornadoes, hail, lightning and dust-storms.
{3.8,5.3}

A Palaeoclimatic Perspective

Palaeoclimatic studies use changes in climatically sensitive
indicators to infer past changes in global climate on time
scales ranging from decades to millions of years. Such proxy
data (e.g., tree ring width) may be influenced by both local
temperature and other factors such as precipitation, and
are often representative of particular seasons rather than
full years. Studies since the TAR draw increased confidence
from additional data showing coherent behaviour across
multiple indicators in different parts of the world. However,
uncertainties generally increase with time into the past due
to increasingly limited spatial coverage.

Palaeoclimatic information supports the inter-
pretation that the warmth of the last half century
is unusual in at least the previous 1,300 years.
The last time the polar regions were significantly
warmer than present for an extended period (about
125,000 years ago), reductions in polar ice volume
led to 4 to 6 m of sea level rise. {6.4, 6.6}

e Average Northern Hemisphere temperatures during the
second half of the 20th century were very likely higher
than during any other 50-year period in the last 500
years and /ikely the highest in at least the past 1,300
years. Some recent studies indicate greater variability
in Northern Hemisphere temperatures than suggested
in the TAR, particularly finding that cooler periods
existed in the 12th to 14th, 17th and 19th centuries.
Warmer periods prior to the 20th century are within the
uncertainty range given in the TAR. {6.6}

* Global average sea level in the last interglacial period
(about 125,000 years ago) was likely 4 to 6 m higher
than during the 20th century, mainly due to the retreat
of polar ice. Ice core data indicate that average polar
temperatures at that time were 3°C to 5°C higher than
present, because of differences in the Earth’s orbit. The
Greenland Ice Sheet and other arctic ice fields likely
contributed no more than 4 m of the observed sea level
rise. There may also have been a contribution from
Antarctica. {6.4}
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Understanding and Attributing

Climate Change

This assessment considers longer and improved records,
an expanded range of observations and improvements in
the simulation of many aspects of climate and its variability
based on studies since the TAR. It also considers the results
of new attribution studies that have evaluated whether
observed changes are quantitatively consistent with the
expected response to external forcings and inconsistent

with alternative physically plausible explanations.

Most of the observed increase in global average
temperatures since the mid-20th century is very
likely due to the observed increase in anthropogenic
greenhouse gas concentrations.’2 This is an
advance since the TAR’s conclusion that “most of
the observed warming over the last 50 years is likely
to have been due to the increase in greenhouse gas
concentrations”. Discernible human influences
now extend to other aspects of climate, including
ocean warming, continental-average temperatures,
temperature extremes and wind patterns (see
Figure SPM.4 and Table SPM.2). {9.4, 9.5}

e It is [likely that increases in greenhouse gas
concentrations alone would have caused more
warming than observed because volcanic and
anthropogenic aerosols have offset some warming that

would otherwise have taken place. {2.9, 7.5, 9.4}

* The observed widespread warming of the atmosphere
and ocean, together with ice mass loss, support the
conclusion that it is extremely unlikely that global
climate change of the past 50 years can be explained
without external forcing, and very likely that it is not
due to known natural causes alone. {4.8,5.2,9.4,9.5,

9.7}

* Warming of the climate system has been detected in

changes of surface and atmospheric temperatures in
the upper several hundred metres of the ocean, and
in contributions to sea level rise. Attribution studies
have established anthropogenic contributions to all of
these changes. The observed pattern of tropospheric
warming and stratospheric cooling is very likely due to
the combined influences of greenhouse gas increases
and stratospheric ozone depletion. {3.2,3.4,9.4,9.5}

It is /ikely that there has been significant anthropogenic
warming over the past 50 years averaged over each
continent except Antarctica (see Figure SPM.4).
The observed patterns of warming, including greater
warming over land than over the ocean, and their
changes over time, are only simulated by models that
include anthropogenic forcing. The ability of coupled
climate models to simulate the observed temperature
evolution on each of six continents provides stronger
evidence of human influence on climate than was
available in the TAR. {3.2,9.4}

Difficulties remain in reliably simulating and attributing
observed temperature changes at smaller scales. On
these scales, natural climate variability is relatively
larger, making it harder to distinguish changes expected
due to external forcings. Uncertainties in local forcings
and feedbacks also make it difficult to estimate the
contribution of greenhouse gas increases to observed
small-scale temperature changes. {8.3, 9.4}

Anthropogenic forcing is /likely to have contributed
to changes in wind patterns,!3 affecting extra-
tropical storm tracks and temperature patterns in
both hemispheres. However, the observed changes in
the Northern Hemisphere circulation are larger than
simulated in response to 20th-century forcing change.
{3.5,3.6,9.5,10.3}

Temperatures of the most extreme hot nights, cold
nights and cold days are likely to have increased due
to anthropogenic forcing. It is more likely than not that
anthropogenic forcing has increased the risk of heat
waves (see Table SPM.2). {9.4}

12 Consideration of remaining uncertainty is based on current methodologies.

13 In particular, the Southern and Northern Annular Modes and related changes in the North Atlantic Oscillation. {3.6, 9.5, Box TS.2}
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Figure SPM.4. Comparison of observed continental- and global-scale changes in surface temperature with results simulated by climate
models using natural and anthropogenic forcings. Decadal averages of observations are shown for the period 1906 to 2005 (black line)
plotted against the centre of the decade and relative to the corresponding average for 1901-1950. Lines are dashed where spatial
coverage is less than 50%. Blue shaded bands show the 5-95% range for 19 simulations from five climate models using only the natural
forcings due to solar activity and volcanoes. Red shaded bands show the 5-95% range for 58 simulations from 14 climate models using

both natural and anthropogenic forcings. {FAQ 9.2, Figure 1}
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Analysis of climate models together with
constraints from observations enables an assessed
likely range to be given for climate sensitivity for
the first time and provides increased confidence in
the understanding of the climate system response
to radiative forcing. {6.6, 8.6, 9.6, Box 10.2}

* The equilibrium climate sensitivity is a measure of the
climate system response to sustained radiative forcing.
It is not a projection but is defined as the global average
surface warming following a doubling of carbon
dioxide concentrations. It is likely to be in the range
2°C to 4.5°C with a best estimate of about 3°C, and is
very unlikely to be less than 1.5°C. Values substantially
higher than 4.5°C cannot be excluded, but agreement
of models with observations is not as good for those
values. Water vapour changes represent the largest
feedback affecting climate sensitivity and are now
better understood than in the TAR. Cloud feedbacks
remain the largest source of uncertainty. {8.6, 9.6, Box
10.2}

e It is very unlikely that climate changes of at least the
seven centuries prior to 1950 were due to variability
generated within the climate system alone. A significant
fraction of the reconstructed Northern Hemisphere
inter-decadal temperature variability over those
centuries is very likely attributable to volcanic eruptions
and changes in solar irradiance, and it is /ikely that
anthropogenic forcing contributed to the early 20th-
century warming evident in these records. {2.7, 2.8,
6.6,9.3}

Projections of Future

Changes in Climate

A major advance of this assessment of climate change
projections compared with the TAR is the large number of
simulations available from a broader range of models. Taken
together with additional information from observations,
these provide a quantitative basis for estimating likelihoods
for many aspects of future climate change. Model
simulations cover a range of possible futures including
idealised emission or concentration assumptions. These
include SRES illustrative marker scenarios for the 2000
to 2100 period and model experiments with greenhouse
gases and aerosol concentrations held constant after year
2000 or 2100.

For the next two decades, a warming of about
0.2°C per decade is projected for a range of SRES
emission scenarios. Even if the concentrations of
all greenhouse gases and aerosols had been kept
constant at year 2000 levels, a further warming of
about 0.1°C per decade would be expected. {10.3,
10.7}

¢ Since IPCC'’s first report in 1990, assessed projections
have suggested global average temperature increases
between about 0.15°C and 0.3°C per decade for 1990 to
2005. This can now be compared with observed values
of about 0.2°C per decade, strengthening confidence in
near-term projections. {1.2, 3.2}

* Model experiments show that even if all radiative
forcing agents were held constant at year 2000 levels,
a further warming trend would occur in the next two
decades at a rate of about 0.1°C per decade, due mainly
to the slow response of the oceans. About twice as
much warming (0.2°C per decade) would be expected
if emissions are within the range of the SRES scenarios.
Best-estimate projections from models indicate
that decadal average warming over each inhabited
continent by 2030 is insensitive to the choice among
SRES scenarios and is very likely to be at least twice
as large as the corresponding model-estimated natural
variability during the 20th century. {9.4, 10.3, 10.5,
11.2-11.7, Figure TS-29}

14 SRES refers to the IPCC Special Report on Emission Scenarios (2000). The SRES scenario families and illustrative cases, which did not include additional climate
initiatives, are summarised in a box at the end of this Summary for Policymakers. Approximate carbon dioxide equivalent concentrations corresponding to the
computed radiative forcing due to anthropogenic greenhouse gases and aerosols in 2100 (see p. 823 of the TAR) for the SRES B1, A1T, B2, A1B, A2 and A1Fl illus-
trative marker scenarios are about 600, 700, 800, 850, 1250 and 1,550 ppm respectively. Scenarios B1, A1B and A2 have been the focus of model intercomparison

studies and many of those results are assessed in this report.
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Continued greenhouse gas emissions at or above
current rates would cause further warming and
induce many changes in the global climate system
during the 21st century that would very likely be
larger than those observed during the 20th century.
{10.3}

Advances in climate change modelling now enable
best estimates and /ikely assessed uncertainty ranges to
be given for projected warming for different emission
scenarios. Results for different emission scenarios are
provided explicitly in this report to avoid loss of this
policy-relevant information. Projected global average
surface warmings for the end of the 21Ist century
(2090-2099) relative to 1980—1999 are shown in Table
SPM.3. These illustrate the differences between lower
and higher SRES emission scenarios, and the projected
warming uncertainty associated with these scenarios.
{10.5}

Best estimates and likely ranges for global average
surface air warming for six SRES emissions marker
scenarios are given in this assessment and are shown
in Table SPM.3. For example, the best estimate for
the low scenario (B1) is 1.8°C (likely range is 1.1°C
to 2.9°C), and the best estimate for the high scenario

(ATFI) is 4.0°C (likely range is 2.4°C to 6.4°C).
Although these projections are broadly consistent with
the span quoted in the TAR (1.4°C to 5.8°C), they are
not directly comparable (see Figure SPM.5). The Fourth
Assessment Report is more advanced as it provides best
estimates and an assessed likelihood range for each of
the marker scenarios. The new assessment of the likely
ranges now relies on a larger number of climate models
of increasing complexity and realism, as well as new
information regarding the nature of feedbacks from the
carbon cycle and constraints on climate response from
observations. {10.5}

¢ Warming tends to reduce land and ocean uptake of
atmospheric carbon dioxide, increasing the fraction of
anthropogenic emissions thatremains in the atmosphere.
For the A2 scenario, for example, the climate-carbon
cycle feedback increases the corresponding global
average warming at 2100 by more than 1°C. Assessed
upper ranges for temperature projections are larger
than in the TAR (see Table SPM.3) mainly because
the broader range of models now available suggests
stronger climate-carbon cycle feedbacks. {7.3, 10.5}

* Model-based projections of global average sea level
rise at the end of the 21st century (2090-2099) are
shown in Table SPM.3. For each scenario, the midpoint
of the range in Table SPM.3 is within 10% of the

Table SPM.3. Projected global average surface warming and sea level rise at the end of the 21st century. {10.5, 10.6, Table 10.7}

Temperature Change Sea Level Rise
(°C at 2090-2099 relative to 1980-1999)2 (m at 2090-2099 relative to 1980-1999)
Best Likely Model-based range excluding future

estimate range rapid dynamical changes in ice flow
Constant Year 2000
concentrations® 0.6 0.3-0.9 NA
B1 scenario 1.8 1.1-2.9 0.18-0.38
A1T scenario 2.4 1.4-3.8 0.20-0.45
B2 scenario 2.4 1.4-3.8 0.20-0.43
A1B scenario 2.8 1.7-4.4 0.21-0.48
A2 scenario 3.4 20-54 0.23 -0.51
A1FI scenario 4.0 24-6.4 0.26 - 0.59

Table notes:

aThese estimates are assessed from a hierarchy of models that encompass a simple climate model, several Earth System Models of Intermediate
Complexity and a large number of Atmosphere-Ocean General Circulation Models (AOGCMs).
b Year 2000 constant composition is derived from AOGCMs only.
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MuLti-MobEL AVERAGES AND AssesseD RANGES FOR SURFACE WARMING
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Figure SPM.5. Solid lines are multi-model global averages of surface warming (relative to 1980-1999) for the scenarios A2, A1B and B1,
shown as continuations of the 20th century simulations. Shading denotes the +1 standard deviation range of individual model annual
averages. The orange line is for the experiment where concentrations were held constant at year 2000 values. The grey bars at right
indicate the best estimate (solid line within each bar) and the likely range assessed for the six SRES marker scenarios. The assessment of
the best estimate and likely ranges in the grey bars includes the AOGCMs in the left part of the figure, as well as results from a hierarchy
of independent models and observational constraints. {Figures 10.4 and 10.29}

TAR model average for 2090-2099. The ranges are
narrower than in the TAR mainly because of improved
information about some uncertainties in the projected
contributions.’> {10.6}

Models used to date do not include uncertainties in
climate-carbon cycle feedback nor do they include
the full effects of changes in ice sheet flow, because a
basis in published literature is lacking. The projections
include a contribution due to increased ice flow from
Greenland and Antarctica at the rates observed for 1993
to 2003, but these flow rates could increase or decrease
in the future. For example, if this contribution were to
grow linearly with global average temperature change,

the upper ranges of sea level rise for SRES scenarios
shown in Table SPM.3 would increase by 0.1 to 0.2 m.
Larger values cannot be excluded, but understanding of
these effects is too limited to assess their likelihood or
provide a best estimate or an upper bound for sea level
rise. {10.6}

Increasing atmospheric carbon dioxide concentrations
lead to increasing acidification of the ocean. Projections
based on SRES scenarios give reductions in average
global surface ocean pH!¢ of between 0.14 and 0.35
units over the 2Ist century, adding to the present
decrease of 0.1 units since pre-industrial times. {5.4,
Box 7.3, 10.4}

treated the uncertainties in the same way.

15TAR projections were made for 2100, whereas projections in this report are for 2090-2099. The TAR would have had similar ranges to those in Table SPM.3 if it had

16 Decreases in pH correspond to increases in acidity of a solution. See Glossary for further details.
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* Sea ice is projected to shrink in both the Arctic and

There is now higher confidence in projected patterns Antarctic under all SRES scenarios. In some projections,

of warming and other regional-scale features, arctic late-summer sea ice disappears almost entirely

including changes in wind patterns, precipitation by the latter part of the 21st century. {10.3}

and some aspects of extremes and of ice. {8.2, 8.3,

8.4,8.5,9.4,9.5,10.3, 11.1} e Itis very likely that hot extremes, heat waves and heavy
.4,8.5,9.4,9.5,10.3, 11.

precipitation events will continue to become more
frequent. {10.3}

* Projected warming in the 21st century shows scenario-
independent geographical patterns similar to those
observed over the past several decades. Warming is
expected to be greatest over land and at most high
northern latitudes, and least over the Southern Ocean
and parts of the North Atlantic Ocean (see Figure
SPM.6). {10.3}

* Based on a range of models, it is likely that future
tropical cyclones (typhoons and hurricanes) will
become more intense, with larger peak wind speeds
and more heavy precipitation associated with ongoing
increases of tropical sea surface temperatures. There is
less confidence in projections of a global decrease in
numbers of tropical cyclones. The apparent increase
in the proportion of very intense storms since 1970 in
some regions is much larger than simulated by current
models for that period. {9.5, 10.3, 3.8}

e Snow cover is projected to contract. Widespread
increases in thaw depth are projected over most
permafrost regions. {10.3, 10.6}

PROJECTIONS OF SURFACE TEMPERATURES
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Figure SPM.6. Projected surface temperature changes for the early and late 21st century relative to the period 1980-1999. The central
and right panels show the AOGCM multi-model average projections for the B1 (top), A1B (middle) and A2 (bottom) SRES scenarios
averaged over the decades 2020-2029 (centre) and 2090-2099 (right). The left panels show corresponding uncertainties as the relative
probabilities of estimated global average warming from several different AOGCM and Earth System Model of Intermediate Complexity
studies for the same periods. Some studies present results only for a subset of the SRES scenarios, or for various model versions.
Therefore the difference in the number of curves shown in the left-hand panels is due only to differences in the availability of results.
{Figures 10.8 and 10.28}

15



Summary for Policymakers

16

PRoJECTED PATTERNS OF PRECIPITATION CHANGES

DJF multi-model ___A1B

©IPCC 2007: WG1-AR4

Figure SPM.7. Relative changes in precipitation (in percent) for the period 2090-2099, relative to 1980-1999. Values are multi-model
averages based on the SRES A1B scenario for December to February (left) and June to August (right). White areas are where less than
66% of the models agree in the sign of the change and stippled areas are where more than 90% of the models agree in the sign of the
change. {Figure 10.9}

e Extratropical storm tracks are projected to move

poleward, with consequent changes in wind,
precipitation and temperature patterns, continuing the
broad pattern of observed trends over the last half-
century. {3.6,10.3}

Since the TAR, there is an improving understanding
of projected patterns of precipitation. Increases in the
amount of precipitation are very likely in high latitudes,
while decreases are likely in most subtropical land
regions (by as much as about 20% in the A1B scenario
in 2100, see Figure SPM.7), continuing observed
patterns in recent trends. {3.3, 8.3, 9.5, 10.3, 11.2 to
11.9}

Based on current model simulations, it is very likely that
the meridional overturning circulation (MOC) of the
Atlantic Ocean will slow down during the 21st century.
The multi-model average reduction by 2100 is 25%
(range from zero to about 50%) for SRES emission
scenario A1B. Temperatures in the Atlantic region
are projected to increase despite such changes due to
the much larger warming associated with projected
increases in greenhouse gases. It is very unlikely that
the MOC will undergo a large abrupt transition during
the 21st century. Longer-term changes in the MOC
cannot be assessed with confidence. {10.3, 10.7}

Anthropogenic warming and sea level rise would
continue for centuries due to the time scales
associated with climate processes and feedbacks,
even if greenhouse gas concentrations were to be
stabilised. {10.4,10.5,10.7}

Climate-carbon cycle coupling is expected to add
carbon dioxide to the atmosphere as the climate system
warms, but the magnitude of this feedback is uncertain.
This increases the uncertainty in the trajectory of
carbon dioxide emissions required to achieve a
particular stabilisation level of atmospheric carbon
dioxide concentration. Based on current understanding
of climate-carbon cycle feedback, model studies
suggest that to stabilise at 450 ppm carbon dioxide
could require that cumulative emissions over the 21st
century be reduced from an average of approximately
670 [630 to 710] GtC (2460 [2310 to 2600] GtCO,) to
approximately 490 [375 to 600] GtC (1800 [1370 to
2200] GtCO,). Similarly, to stabilise at 1000 ppm, this
feedback could require that cumulative emissions be
reduced from a model average of approximately 1415
[1340 to 1490] GtC (5190 [4910 to 5460] GtCO,) to
approximately 1100 [980 to 1250] GtC (4030 [3590 to
4580] GtCO,). {7.3,10.4}
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e If radiative forcing were to be stabilised in 2100 at B1

or A1B levels!4 a further increase in global average
temperature of about 0.5°C would still be expected,
mostly by 2200. {10.7}

If radiative forcing were to be stabilised in 2100 at A1B
levels!4, thermal expansion alone would lead to 0.3 to
0.8 m of sea level rise by 2300 (relative to 1980—1999).
Thermal expansion would continue for many centuries,
due to the time required to transport heat into the deep
ocean. {10.7}

Contraction of the Greenland Ice Sheet is projected
to continue to contribute to sea level rise after 2100.
Current models suggest that ice mass losses increase
with temperature more rapidly than gains due to
precipitation and that the surface mass balance
becomes negative at a global average warming
(relative to pre-industrial values) in excess of 1.9°C
to 4.6°C. If a negative surface mass balance were
sustained for millennia, that would lead to virtually
complete elimination of the Greenland Ice Sheet and
a resulting contribution to sea level rise of about 7 m.
The corresponding future temperatures in Greenland

are comparable to those inferred for the last interglacial
period 125,000 years ago, when palaeoclimatic
information suggests reductions of polar land ice extent
and 4 to 6 m of sea level rise. {6.4, 10.7}

Dynamical processes related to ice flow not included
in current models but suggested by recent observations
could increase the vulnerability of the ice sheets to
warming, increasing future sea level rise. Understanding
of these processes is limited and there is no consensus
on their magnitude. {4.6, 10.7}

Current global model studies project that the Antarctic
Ice Sheet will remain too cold for widespread surface
melting and is expected to gain in mass due to increased
snowfall. However, net loss of ice mass could occur if
dynamical ice discharge dominates the ice sheet mass
balance. {10.7}

Both past and future anthropogenic carbon dioxide
emissions will continue to contribute to warming and
sea level rise for more than a millennium, due to the
time scales required for removal of this gas from the
atmosphere. {7.3, 10.3}
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THE EmissioN ScenARIos oF THE IPCC SpeciaL REPORT oN EmissioN ScenaRios (SRES)17

Al. The Al storyline and scenario family describes a future world of very rapid economic growth, global
population that peaks in mid-century and declines thereafter, and the rapid introduction of new and more efficient
technologies. Major underlying themes are convergence among regions, capacity building and increased cultural
and social interactions, with a substantial reduction in regional differences in per capita income. The A1 scenario
family develops into three groups that describe alternative directions of technological change in the energy system.
The three A1 groups are distinguished by their technological emphasis: fossil-intensive (A 1FI), non-fossil energy
sources (A1T) or a balance across all sources (A1B) (where balanced is defined as not relying too heavily on one
particular energy source, on the assumption that similar improvement rates apply to all energy supply and end
use technologies).

A2. The A2 storyline and scenario family describes a very heterogeneous world. The underlying theme is self-
reliance and preservation of local identities. Fertility patterns across regions converge very slowly, which results
in continuously increasing population. Economic development is primarily regionally oriented and per capita
economic growth and technological change more fragmented and slower than other storylines.

B1. The B1 storyline and scenario family describes a convergent world with the same global population, that
peaks in mid-century and declines thereafter, as in the A1 storyline, but with rapid change in economic structures
toward a service and information economy, with reductions in material intensity and the introduction of clean
and resource-efficient technologies. The emphasis is on global solutions to economic, social and environmental
sustainability, including improved equity, but without additional climate initiatives.

B2. The B2 storyline and scenario family describes a world in which the emphasis is on local solutions to
economic, social and environmental sustainability. It is a world with continuously increasing global population, at
a rate lower than A2, intermediate levels of economic development, and less rapid and more diverse technological
change than in the B1 and A1 storylines. While the scenario is also oriented towards environmental protection and
social equity, it focuses on local and regional levels.

An illustrative scenario was chosen for each of the six scenario groups A1B, AIFI, AI1T, A2, Bl and B2. All
should be considered equally sound.

The SRES scenarios do not include additional climate initiatives, which means that no scenarios are included

that explicitly assume implementation of the United Nations Framework Convention on Climate Change or the
emissions targets of the Kyoto Protocol.

17 Emission scenarios are not assessed in this Working Group | Report of the IPCC. This box summarising the SRES scenarios is taken from the TAR and has been
subject to prior line-by-line approval by the Panel.

18



A report accepted by Working Group | of the Intergovernmental
Panel on Climate Change but not approved in detail
“Acceptance” of IPCC Reports at a Session of the Working Group or Panel signifies that the material has not been

subject to line-by-line discussion and agreement, but nevertheless presents a comprehensive, objective
and balanced view of the subject matter.
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TS.1 Introduction

In the six years since the IPCC’s Third Assessment
Report (TAR), significant progress has been made in
understanding past and recent climate change and in
projecting future changes. These advances have arisen
from large amounts of new data, more sophisticated
analyses of data, improvements in the understanding
and simulation of physical processes in climate models
and more extensive exploration of uncertainty ranges
in model results. The increased confidence in climate
science provided by these developments is evident in
this Working Group I contribution to the IPCC’s Fourth
Assessment Report.

While this report provides new and important policy-
relevant information on the scientific understanding of
climate change, the complexity of the climate system
and the multiple interactions that determine its behaviour
impose limitations on our ability to understand fully the
future course of Earth’s global climate. There is still an
incomplete physical understanding of many components
of the climate system and their role in climate change.
Key uncertainties include aspects of the roles played by
clouds, the cryosphere, the oceans, land use and couplings
between climate and biogeochemical cycles. The areas of
science covered in this report continue to undergo rapid
progress and it should be recognised that the present
assessment reflects scientific understanding based on the
peer-reviewed literature available in mid-2006.

The key findings of the IPCC Working Group I
assessment are presented in the Summary for
Policymakers. This Technical Summary provides a more
detailed overview of the scientific basis for those findings
and provides a road map to the chapters of the underlying
report. It focuses on key findings, highlighting what
is new since the TAR. The structure of the Technical
Summary is as follows:

e Section 2: an overview of current scientific
understanding of the natural and anthropogenic drivers
of changes in climate;

e Section 3: an overview of observed changes in the
climate system (including the atmosphere, oceans
and cryosphere) and their relationships to physical
processes;

¢ Section 4: an overview of explanations of observed
climate changes based on climate models and physical

understanding, the extent to which climate change can
be attributed to specific causes and a new evaluation of
climate sensitivity to greenhouse gas increases;

¢ Section 5: an overview of projections for both near-
and far-term climate changes including the time scales
of responses to changes in forcing, and probabilistic
information about future climate change; and

e Section 6: a summary of the most robust findings
and the key uncertainties in current understanding of
physical climate change science.

Each paragraph in the Technical Summary reporting
substantive results is followed by a reference in curly
brackets to the corresponding chapter section(s) of the
underlying report where the detailed assessment of the
scientific literature and additional information can be
found.

TS.2 Changes in Human and

Natural Drivers of Climate

The Earth’s global mean climate is determined by
incoming energy from the Sun and by the properties of the
Earth and its atmosphere, namely the reflection, absorption
and emission of energy within the atmosphere and at the
surface. Although changes in received solar energy (e.g.,
caused by variations in the Earth’s orbit around the Sun)
inevitably affect the Earth’s energy budget, the properties
of the atmosphere and surface are also important and these
may be affected by climate feedbacks. The importance of
climate feedbacks is evident in the nature of past climate
changes as recorded in ice cores up to 650,000 years old.

Changes have occurred in several aspects of the
atmosphere and surface that alter the global energy
budget of the Earth and can therefore cause the climate
to change. Among these are increases in greenhouse
gas concentrations that act primarily to increase the
atmospheric absorption of outgoing radiation, and
increases in aerosols (microscopic airborne particles or
droplets) that act to reflect and absorb incoming solar
radiation and change cloud radiative properties. Such
changes cause a radiative forcing of the climate system.!
Forcing agents can differ considerably from one another in
terms of the magnitudes of forcing, as well as spatial and
temporal features. Positive and negative radiative forcings
contribute to increases and decreases, respectively, in

1 ‘Radiative forcing’ is a measure of the influence a factor has in altering the balance of incoming and outgoing energy in the Earth-atmosphere system and is an
index of the importance of the factor as a potential climate change mechanism. Positive forcing tends to warm the surface while negative forcing tends to cool it.
In this report, radiative forcing values are for changes relative to a pre-industrial background at 1750, are expressed in Watts per square metre (W m-2) and, unless
otherwise noted, refer to a global and annual average value. See Glossary for further details.
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Box TS.1: Treatment of Uncertainties in the Working Group | Assessment

Theimportance of consistent and transparent treatment of uncertainties is clearly recognised by the IPCCin preparing its
assessments of climate change. The increasing attention given to formal treatments of uncertainty in previous assessments
is addressed in Section 1.6.To promote consistency in the general treatment of uncertainty across all three Working Groups,
authors of the Fourth Assessment Report have been asked to follow a brief set of guidance notes on determining and
describing uncertainties in the context of an assessment.2 This box summarises the way that Working Group | has applied
those guidelines and covers some aspects of the treatment of uncertainty specific to material assessed here.

Uncertainties canbeclassifiedin several differentwaysaccording to their origin.Two primary typesare’value uncertainties’
and ‘structural uncertainties’ Value uncertainties arise from the incomplete determination of particular values or results,
for example, when data are inaccurate or not fully representative of the phenomenon of interest. Structural uncertainties
arise from an incomplete understanding of the processes that control particular values or results, for example, when the
conceptual framework or model used for analysis does not include all the relevant processes or relationships. Value
uncertainties are generally estimated using statistical techniques and expressed probabilistically. Structural uncertainties
are generally described by giving the authors’ collective judgment of their confidence in the correctness of a result. In both
cases, estimating uncertainties is intrinsically about describing the limits to knowledge and for this reason involves expert
judgment about the state of that knowledge. A different type of uncertainty arises in systems that are either chaotic or not
fully deterministic in nature and this also limits our ability to project all aspects of climate change.

The scientific literature assessed here uses a variety of other generic ways of categorising uncertainties. Uncertainties
associated with ‘random errors’ have the characteristic of decreasing as additional measurements are accumulated,
whereas those associated with ‘systematic errors’ do not. In dealing with climate records, considerable attention has been
given to the identification of systematic errors or unintended biases arising from data sampling issues and methods of
analysing and combining data. Specialised statistical methods based on quantitative analysis have been developed for the
detection and attribution of climate change and for producing probabilistic projections of future climate parameters. These
are summarised in the relevant chapters.

The uncertainty guidance provided for the Fourth Assessment Report draws, for the first time, a careful distinction
between levels of confidence in scientific understanding and the likelihoods of specific results. This allows authors to
express high confidence that an event is extremely unlikely (e.g., rolling a dice twice and getting a six both times), as well
as high confidence that an event is about as likely as not (e.g., a tossed coin coming up heads). Confidence and likelihood
as used here are distinct concepts but are often linked in practice.

The standard terms used to define levels of confidence in this report are as given in the IPCC Uncertainty Guidance Note,
namely:

Confidence Terminology Degree of confidence in being correct
Very high confidence At least 9 out of 10 chance

High confidence About 8 out of 10 chance

Medium confidence About 5 out of 10 chance

Low confidence About 2 out of 10 chance

Very low confidence Less than 1 out of 10 chance

Note that ‘low confidence’ and ‘very low confidence’ are only used for areas of major concern and where a risk-based
perspective is justified.

Chapter 2 of this report uses a related term ‘level of scientific understanding’ when describing uncertainties in different
contributions to radiative forcing. This terminology is used for consistency with the Third Assessment Report, and the basis
on which the authors have determined particular levels of scientific understanding uses a combination of approaches
consistent with the uncertainty guidance note as explained in detail in Section 2.9.2 and Table 2.11.

(continued)

2 The IPCC Uncertainty Guidance Note is included in Supplementary Material for this report.
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The standard terms used in this report to define the likelihood of an outcome or result where this can be estimated
probabilistically are:

Likelihood Terminology Likelihood of the occurrence/ outcome
Virtually certain > 99% probability
Extremely likely > 95% probability
Very likely > 90% probability
Likely > 66% probability
More likely than not > 50% probability
About as likely as not 33 to 66% probability
Unlikely < 33% probability
Very unlikely < 10% probability
Extremely unlikely < 5% probability
Exceptionally unlikely < 1% probability

The terms ‘extremely likely; ‘extremely unlikely’ and ‘more likely than not’ as defined above have been added to those
given in the IPCC Uncertainty Guidance Note in order to provide a more specific assessment of aspects including attribution
and radiative forcing.

Unless noted otherwise, values given in this report are assessed best estimates and their uncertainty ranges are 90%
confidence intervals (i.e., there is an estimated 5% likelihood of the value being below the lower end of the range or above
the upper end of the range). Note that in some cases the nature of the constraints on a value, or other information available,
may indicate an asymmetric distribution of the uncertainty range around a best estimate. In such cases, the uncertainty
range is given in square brackets following the best estimate.

global average surface temperature. This section updates
the understanding of estimated anthropogenic and natural
radiative forcings.

The overall response of global climate to radiative
forcing is complex due to anumber of positive and negative
feedbacks that can have a strong influence on the climate
system (see e.g., Sections 4.5 and 5.4). Although water
vapour is a strong greenhouse gas, its concentration in
the atmosphere changes in response to changes in surface
climate and this must be treated as a feedback effect and
not as a radiative forcing. This section also summarises
changes in the surface energy budget and its links to the
hydrological cycle. Insights into the effects of agents such
as aerosols on precipitation are also noted.

TS.2.1  Greenhouse Gases

The dominant factor in the radiative forcing of climate
in the industrial era is the increasing concentration of
various greenhouse gases in the atmosphere. Several of
the major greenhouse gases occur naturally but increases
in their atmospheric concentrations over the last 250 years
are due largely to human activities. Other greenhouse
gases are entirely the result of human activities. The
contribution of each greenhouse gas to radiative forcing

over a particular period of time is determined by the
change in its concentration in the atmosphere over that
period and the effectiveness of the gas in perturbing the
radiative balance. Current atmospheric concentrations of
the different greenhouse gases considered in this report
vary by more than eight orders of magnitude (factor of
108), and their radiative efficiencies vary by more than
four orders of magnitude (factor of 10%), reflecting the
enormous diversity in their properties and origins.

The current concentration of a greenhouse gas in
the atmosphere is the net result of the history of its past
emissions and removals from the atmosphere. The gases
and aerosols considered here are emitted to the atmosphere
by human activities or are formed from precursor species
emitted to the atmosphere. These emissions are offset
by chemical and physical removal processes. With the
important exception of carbon dioxide (CO,), itis generally
the case that these processes remove a specific fraction of
the amount of a gas in the atmosphere each year and the
inverse of this removal rate gives the mean lifetime for
that gas. In some cases, the removal rate may vary with
gas concentration or other atmospheric properties (e.g.,
temperature or background chemical conditions).

Long-lived greenhouse gases (LLGHGs), for example,
CO,, methane (CH,) and nitrous oxide (N,O), are
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chemically stable and persist in the atmosphere over time
scales of a decade to centuries or longer, so that their
emission has a long-term influence on climate. Because
these gases are long lived, they become well mixed
throughout the atmosphere much faster than they are
removed and their global concentrations can be accurately
estimated from data at a few locations. Carbon dioxide
does not have a specific lifetime because it is continuously
cycled between the atmosphere, oceans and land biosphere
and its net removal from the atmosphere involves a range
of processes with different time scales.

Short-lived gases (e.g., sulphur dioxide and carbon
monoxide) are chemically reactive and generally removed
by natural oxidation processes in the atmosphere, by
removal at the surface or by washout in precipitation;
their concentrations are hence highly variable. Ozone is
a significant greenhouse gas that is formed and destroyed
by chemical reactions involving other species in the
atmosphere. In the troposphere, the human influence on
ozone occurs primarily through changes in precursor gases
that lead to its formation, whereas in the stratosphere, the
human influence has been primarily through changes
in ozone removal rates caused by chlorofluorocarbons
(CFCs) and other ozone-depleting substances.

7S.2.1.1 Changes in Atmospheric Carbon Dioxide,
Methane and Nitrous Oxide

Current concentrations of atmospheric CO, and
CH, far exceed pre-industrial values found in polar
ice core records of atmospheric composition dating
back 650,000 years. Multiple lines of evidence confirm
that the post-industrial rise in these gases does not
stem from natural mechanisms (see Figure TS.1 and
Figure TS.2). {2.3, 6.3-6.5, FAQ 7.1}

The total radiative forcing of the Earth’s climate
due to increases in the concentrations of the LLGHGs
CO,, CH, and N,O, and very likely the rate of increase
in the total forcing due to these gases over the
period since 1750, are unprecedented in more than
10,000 years (Figure TS.2). It is very likely that the
sustained rate of increase in the combined radiative
forcing from these greenhouse gases of about +1 W m2
over the past four decades is at least six times faster than
at any time during the two millennia before the Industrial
Era, the period for which ice core data have the required
temporal resolution. The radiative forcing due to these
LLGHGs has the highest level of confidence of any
forcing agent. {2.3, 6.4}
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Figure TS.1. Variations of deuterium (dD) in antarctic ice, which is a proxy for local temperature, and the atmospheric concentrations of
the greenhouse gases carbon dioxide (CO,), methane (CH,), and nitrous oxide (N,O) in air trapped within the ice cores and from recent
atmospheric measurements. Data cover 650,000 years and the shaded bands indicate current and previous interglacial warm periods.

{Adapted from Figure 6.3}
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CHANGES IN GREENHOUSE GASES FROM Ice CoRE AND MoDERN DATA
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Figure TS.2. The concentrations and radiative forcing by (a) carbon dioxide (CO,), (b) methane (CH,), (c) nitrous oxide (N,O) and (d) the
rate of change in their combined radiative forcing over the last 20,000 years reconstructed from antarctic and Greenland ice and firn
data (symbols) and direct atmospheric measurements (panels a,b,c, red lines). The grey bars show the reconstructed ranges of natural
variability for the past 650,000 years. The rate of change in radiative forcing (panel d, black line) has been computed from spline fits to the
concentration data. The width of the age spread in the ice data varies from about 20 years for sites with a high accumulation of snow such
as Law Dome, Antarctica, to about 200 years for low-accumulation sites such as Dome C, Antarctica. The arrow shows the peak in the
rate of change in radiative forcing that would result if the anthropogenic signals of CO,, CH,, and N,O had been smoothed corresponding
to conditions at the low-accumulation Dome C site. The negative rate of change in forcing around 1600 shown in the higher-resolution
inset in panel d results from a CO, decrease of about 10 ppm in the Law Dome record. {Figure 6.4}

The concentration of atmospheric CO, has
increased from a pre-industrial value of about
280 ppm to 379 ppm in 2005. Atmospheric CO,
concentration increased by only 20 ppm over the
8000 years prior to industrialisation; multi-decadal to
centennial-scale variations were less than 10 ppm and
likely due mostly to natural processes. However, since
1750, the CO, concentration has risen by nearly 100 ppm.
The annual CO, growth rate was larger during the last
10 years (1995-2005 average: 1.9 ppm yr-!) than it has
been since continuous direct atmospheric measurements
began (1960-2005 average: 1.4 ppm yr!). {2.3,6.4, 6.5}

Increases in atmospheric CO, since pre-industrial
times are responsible for a radiative forcing of +1.66 +
0.17 W m=2; a contribution which dominates all other
radiative forcing agents considered in this report. For
the decade from 1995 to 2005, the growth rate of CO,

in the atmosphere led to a 20% increase in its radiative
forcing. {2.3,6.4, 6.5}

Emissions of CO, from fossil fuel use and from the
effects of land use change on plant and soil carbon
are the primary sources of increased atmospheric
CO,. Since 1750, it is estimated that about 2/3rds of
anthropogenic CO, emissions have come from fossil fuel
burning and about 1/3rd from land use change. About 45%
of this CO, has remained in the atmosphere, while about
30% has been taken up by the oceans and the remainder
has been taken up by the terrestrial biosphere. About half
of a CO, pulse to the atmosphere is removed over a time
scale of 30 years; a further 30% is removed within a few
centuries; and the remaining 20% will typically stay in the
atmosphere for many thousands of years. {7.3}

In recent decades, emissions of CO, have continued
to increase (see Figure TS.3). Global annual fossil
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CO, emissions? increased from an average of 6.4 =+
0.4 GtC yr! in the 1990s to 7.2 + 0.3 GtC yr! in the
period 2000 to 2005. Estimated CO, emissions associated
with land use change, averaged over the 1990s, were*
0.5 to 2.7 GtC yr!, with a central estimate of 1.6 Gt yr!.
Table TS.1 shows the estimated budgets of CO, in recent
decades. {2.3, 6.4, 7.3, FAQ 7.1}

Since the 1980s, natural processes of CO, uptake
by the terrestrial biosphere (i.e., the residual land
sink in Table TS.1) and by the oceans have removed
about 50% of anthropogenic emissions (i.e., fossil CO,
emissions and land use change fluxin Table TS.1). These
removal processes are influenced by the atmospheric
CO, concentration and by changes in climate. Uptake
by the oceans and the terrestrial biosphere have been
similar in magnitude but the terrestrial biosphere uptake
is more variable and was higher in the 1990s than in the
1980s by about 1 GtC yr-!. Observations demonstrate
that dissolved CO, concentrations in the surface ocean
(pCO,) have been increasing nearly everywhere, roughly
following the atmospheric CO, increase but with large
regional and temporal variability. {5.4, 7.3}

Carbon uptake and storage in the terrestrial
biosphere arise from the net difference between uptake
due to vegetation growth, changes in reforestation and
sequestration, and emissions due to heterotrophic
respiration, harvest, deforestation, fire, damage by
pollution and other disturbance factors affecting
biomass and soils. Increases and decreases in fire
frequency in different regions have affected net carbon

uptake, and in boreal regions, emissions due to fires appear
to have increased over recent decades. Estimates of net
CO, surface fluxes from inverse studies using networks
of atmospheric data demonstrate significant land uptake
in the mid-latitudes of the Northern Hemisphere (NH) and
near-zero land-atmosphere fluxes in the tropics, implying
that tropical deforestation is approximately balanced by
regrowth. {7.3}

Short-term (interannual) variations observed
in the atmospheric CO, growth rate are primarily
controlled by changes in the flux of CO, between
the atmosphere and the terrestrial biosphere, with
a smaller but significant fraction due to variability
in ocean fluxes (see Figure TS.3). Variability in the
terrestrial biosphere flux is driven by climatic fluctuations,
which affect the uptake of CO, by plant growth and the
return of CO, to the atmosphere by the decay of organic
material through heterotrophic respiration and fires. El
Nifio-Southern Oscillation (ENSO) events are a major
source of interannual variability in atmospheric CO,
growth rate, due to their effects on fluxes through land and
sea surface temperatures, precipitation and the incidence
of fires. {7.3}

The direct effects of increasing atmospheric CO,
on large-scale terrestrial carbon uptake cannot be
quantified reliably at present. Plant growth can be
stimulated by increased atmospheric CO, concentrations
and by nutrient deposition (fertilization effects). However,
most experiments and studies show that such responses
appear to be relatively short lived and strongly coupled

Table TS.1. Global carbon budget. By convention, positive values are CO, fluxes (GtC yr') into the atmosphere and negative values
represent uptake from the atmosphere (i.e., ‘CO, sinks’). Fossil CO, emissions for 2004 and 2005 are based on interim estimates. Due
to the limited number of available studies, for the net land-to-atmosphere flux and its components, uncertainty ranges are given as 65%
confidence intervals and do not include interannual variability (see Section 7.3). NA indicates that data are not available.

Atmospheric increase

Fossil carbon dioxide emissions
Net ocean-to-atmosphere flux
Net land-to-atmosphere flux

Partitioned as follows

Land use change flux

Residual land sink

1980s 1990s 2000-2005
3.3+0.1 3.2+0.1 44 £0.1
5.4+0.3 6.4+04 7.2+0.3
-1.8+08 22+04 22+05
-03+09 -1.0+06 -0.9+06
1.4 1.6
(0.410 2.3) 0.5t02.7) NA
17 26
(-3.4 10 0.2) (4.3 to -0.9) NA

3 Fossil CO, emissions include those from the production, distribution and consumption of fossil fuels and from cement production. Emission of 1 GtC corresponds

to 3.67 GtCO,.

4 As explained in Section 7.3, uncertainty ranges for land use change emissions, and hence for the full carbon cycle budget, can only be given as 65% confidence

intervals.



Technical Summary

CO, EmissioNs AND INCREASES
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Figure TS.3. Annual changes in global mean CO, concentration
(grey bars) and their five-year means from two different
measurement networks (red and lower black stepped lines).
The five-year means smooth out short-term perturbations
associated with strong ENSO events in 1972, 1982, 1987 and
1997. Uncertainties in the five-year means are indicated by
the difference between the red and lower black lines and are
of order 0.15 ppm. The upper stepped line shows the annual
increases that would occur if all fossil fuel emissions stayed in the
atmosphere and there were no other emissions. {Figure 7.4}

to other effects such as availability of water and nutrients.
Likewise, experiments and studies of the effects of climate
(temperature and moisture) on heterotrophic respiration
of litter and soils are equivocal. Note that the effect of
climate change on carbon uptake is addressed separately
in section TS.5.4. {7.3}

The CH, abundance in 2005 of about 1774 ppb is
more than double its pre-industrial value. Atmospheric
CH, concentrations varied slowly between 580 and
730 ppb over the last 10,000 years, but increased by
about 1000 ppb in the last two centuries, representing
the fastest changes in this gas over at least the last
80,000 years. In the late 1970s and early 1980s, CH,
growth rates displayed maxima above 1% yr!, but since
the early 1990s have decreased significantly and were
close to zero for the six-year period from 1999 to 2005.
Increases in CH, abundance occur when emissions exceed
removals. The recent decline in growth rates implies that
emissions now approximately match removals, which are
due primarily to oxidation by the hydroxyl radical (OH).
Since the TAR, new studies using two independent tracers
(methyl chloroform and !*CO) suggest no significant
long-term change in the global abundance of OH. Thus,

the slowdown in the atmospheric CH, growth rate since
about 1993 is likely due to the atmosphere approaching
an equilibrium during a period of near-constant total
emissions. {2.3, 7.4, FAQ 7.1}

Increases in atmospheric CH, concentrations since
pre-industrial times have contributed a radiative
forcing of +0.48 + 0.05 W m=2. Among greenhouse
gases, this forcing remains second only to that of CO, in
magnitude. {2.3}

Current atmospheric CH, levels are due to
continuing anthropogenic emissions of CH,, which
are greater than natural emissions. Total CH,
emissions can be well determined from observed
concentrations and independent estimates of removal
rates. Emissions from individual sources of CH, are not
as well quantified as the total emissions but are mostly
biogenic and include emissions from wetlands, ruminant
animals, rice agriculture and biomass burning, with
smaller contributions from industrial sources including
fossil fuel-related emissions. This knowledge of CH,
sources, combined with the small natural range of CH,
concentrations over the past 650,000 years (Figure TS.1)
and their dramatic increase since 1750 (Figure TS.2),
make it very likely that the observed long-term changes in
CH, are due to anthropogenic activity. {2.3, 6.4, 7.4}

In addition to its slowdown over the last 15 years,
the growth rate of atmospheric CH, has shown
high interannual variability, which is not yet fully
explained. The largest contributions to interannual
variability during the 1996 to 2001 period appear to
be variations in emissions from wetlands and biomass
burning. Several studies indicate that wetland CH,
emissions are highly sensitive to temperature and are
also affected by hydrological changes. Available model
estimates all indicate increases in wetland emissions due
to future climate change but vary widely in the magnitude
of such a positive feedback effect. {7.4}

The N,O concentration in 2005 was 319 ppb, about
18% higher than its pre-industrial value. Nitrous
oxide increased approximately linearly by about
0.8 ppb yr! over the past few decades. Ice core data
show that the atmospheric concentration of N,O varied
by less than about 10 ppb for 11,500 years before the onset
of the industrial period. {2.3, 6.4, 6.5}

The increase in N,O since the pre-industrial era now
contributes a radiative forcing of +0.16 + 0.02 W m2
and is due primarily to human activities, particularly
agriculture and associated land use change. Current
estimates are that about 40% of total N,O emissions are
anthropogenic but individual source estimates remain
subject to significant uncertainties. {2.3, 7.4}
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TS.2.1.3 Changes in Atmospheric Halocarbons,
Stratospheric Ozone, Tropospheric Ozone
and Other Gases

CFCs and hydrochlorofluorocarbons (HCFCs)
are greenhouse gases that are purely anthropogenic
in origin and used in a wide variety of applications.
Emissions of these gases have decreased due to their
phase-out under the Montreal Protocol, and the
atmospheric concentrations of CFC-11 and CFC-113
are now decreasing due to natural removal processes.
Observations in polar firn cores since the TAR have
now extended the available time series information for
some of these greenhouse gases. Ice core and in sifu data
confirm that industrial sources are the cause of observed
atmospheric increases in CFCs and HCFCs. {2.3}

The Montreal Protocol gases contributed +0.32 +
0.03 W m to direct radiative forcing in 2005, with
CFC-12 continuing to be the third most important
long-lived radiative forcing agent. These gases as a
group contribute about 12% of the total forcing due to
LLGHGs. {2.3}

The concentrations of industrial fluorinated gases
covered by the Kyoto Protocol (hydrofluorocarbons
(HFCs), perfluorocarbons (PFCs), sulphur hexa-
fluoride (SF¢)) are relatively small but are increasing
rapidly. Their total radiative forcing in 2005 was
+0.017 W m2. {2.3}

Tropospheric ozone is a short-lived greenhouse gas
produced by chemical reactions of precursor species
in the atmosphere and with large spatial and temporal
variability. Improved measurements and modelling
have advanced the understanding of chemical
precursors that lead to the formation of tropospheric
ozone, mainly carbon monoxide, nitrogen oxides
(including sources and possible long-term trends in
lightning) and formaldehyde. Overall, current models
are successful in describing the principal features of the
present global tropospheric ozone distribution on the
basis of underlying processes. New satellite and in situ
measurements provide important global constraints for
these models; however, there is less confidence in their
ability to reproduce the changes in ozone associated with
large changes in emissions or climate, and in the simulation
of observed long-term trends in ozone concentrations over
the 20th century. {7.4}

Tropospheric ozone radiative forcing is estimated to
be +0.35 [+0.25 to +0.65] W m~2 with a medium level of
scientific understanding. The best estimate of this radiative
forcing has not changed since the TAR. Observations show
that trends in tropospheric ozone during the last few decades
vary in sign and magnitude at many locations, but there are

indications of significant upward trends at low latitudes.
Model studies of the radiative forcing due to the increase
in tropospheric ozone since pre-industrial times have
increased in complexity and comprehensiveness compared
with models used in the TAR. {2.3, 7.4}

Changes in tropospheric ozone are linked to air
quality and climate change. A number of studies
have shown that summer daytime ozone concentrations
correlate strongly with temperature. This correlation
appears to reflect contributions from temperature-
dependent biogenic volatile organic carbon emissions,
thermal decomposition of peroxyacetylnitrate, which acts
as areservoir for nitrogen oxides (NO,), and association of
high temperatures with regional stagnation. Anomalously
hot and stagnant conditions during the summer of 1988
were responsible for the highest surface-level ozone year
onrecord in the north-eastern USA. The summer heat wave
in Europe in 2003 was also associated with exceptionally
high local ozone at the surface. {Box 7.4}

The radiative forcing due to the destruction
of stratospheric ozone is caused by the Montreal
Protocol gases and is re-evaluated to be —0.05 £ 0.10
W m-2, weaker than in the TAR, with a medium level of
scientific understanding. The trend of greater and greater
depletion of global stratospheric ozone observed during
the 1980s and 1990s is no longer occurring; however,
global stratospheric ozone is still about 4% below pre-
1980 values and it is not yet clear whether ozone recovery
has begun. In addition to the chemical destruction of
ozone, dynamical changes may have contributed to NH
mid-latitude ozone reduction. {2.3}

Direct emission of water vapour by human activities
makes a negligible contribution to radiative forcing.
However, as global mean temperatures increase,
tropospheric water vapour concentrations increase
and this represents a key feedback but not a forcing
of climate change. Direct emission of water to the
atmosphere by anthropogenic activities, mainly irrigation,
is a possible forcing factor but corresponds to less than
1% of the natural sources of atmospheric water vapour.
The direct injection of water vapour into the atmosphere
from fossil fuel combustion is significantly lower than
that from agricultural activity. {2.5}

Based on chemical transport model studies, the
radiative forcing from increases in stratospheric water
vapour due to oxidation of CH, is estimated to be
+0.07 £ 0.05 W m~2 The level of scientific understanding
is low because the contribution of CH, to the correspond-
ing vertical structure of the water vapour change near the
tropopause is uncertain. Other potential human causes of
stratospheric water vapour increases that could contribute
to radiative forcing are poorly understood. {2.3}
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TS.2.2  Aerosols

Direct aerosol radiative forcing is now considerably
better quantified than previously and represents a
major advance in understanding since the time of
the TAR, when several components had a very low
level of scientific understanding. A total direct aerosol
radiative forcing combined across all aerosol types can
now be given for the first time as —0.5 = 0.4 W m2,
with a medium-low level of scientific understanding.
Atmospheric models have improved and many now
represent all aerosol components
of significance. Aerosols vary
considerably in their properties
that affect the extent to which

Significant changes in the estimates of the direct
radiative forcing due to biomass-burning, nitrate
and mineral dust aerosols have occurred since the
TAR. For biomass-burning aerosol, the estimated direct
radiative forcing is now revised from being negative to
near zero due to the estimate being strongly influenced
by the occurrence of these aerosols over clouds. For the
first time, the radiative forcing due to nitrate aerosol is
given. For mineral dust, the range in the direct radiative
forcing is reduced due to a reduction in the estimate of its
anthropogenic fraction. {2.4}
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they absorb and scatter radiation,
and thus different types may have
a net cooling or warming effect.
Industrial ~ aerosol  consisting
mainly of a mixture of sulphates,
organic and black carbon, nitrates
and industrial dust is clearly
discernible over many continental
regions of the NH. Improved in 45S
situ, satellite and surface-based

measurements (see Figure TS.4)
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radiative forcing for the first
time, representing an important
advance since the TAR. The direct 45N £
radiative forcing for individual
species remains less certain and
is estimated from models to be
—0.4 £ 0.2 W m2 for sulphate,
—0.05 £ 0.05 W m2 for fossil fuel
organic carbon, +0.2 +0.15 W m2
for fossil fuel black carbon, g
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burning, —0.1 £ 0.1 W m=2 for
nitrate and 0.1 + 0.2 W m=2 for
mineral dust. Two recent emission
inventory studies support data
from ice cores and suggest that
global anthropogenic sulphate
emissions decreased over the
1980 to 2000 period and that
the geographic distribution of
sulphate forcing has also changed.
{2.4,6.6}
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Figure TS.4. (Top) The total aerosol optical depth (due to natural plus anthropogenic
aerosols) at a mid-visible wavelength determined by satellite measurements for January to
March 2001 and (bottom) August to October 2001, illustrating seasonal changes in industrial
and biomass-burning aerosols. Data are from satellite measurements, complemented by
two different kinds of ground-based measurements at locations shown in the two panels
(see Section 2.4.2 for details). {Figure 2.11}
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Anthropogenic aerosols effects on water clouds
cause an indirect cloud albedo effect (referred to as
the first indirect effect in the TAR), which has a best
estimate for the first time of —0.7 [-0.3 to —1.8] W m~
2, The number of global model estimates of the albedo
effect for liquid water clouds has increased substantially
since the TAR, and the estimates have been evaluated in a
more rigorous way. The estimate for this radiative forcing
comes from multiple model studies incorporating more
aerosol species and describing aerosol-cloud interaction
processes in greater detail. Model studies including more
aerosol species or constrained by satellite observations
tend to yield a relatively weaker cloud albedo effect.
Despite the advances and progress since the TAR and
the reduction in the spread of the estimate of the forcing,
there remain large uncertainties in both measurements and
modelling of processes, leading to a low level of scientific
understanding, which is an elevation from the very low
rank in the TAR. {2.4,7.5,9.2}

Other effects of aerosol include a cloud lifetime
effect, a semi-direct effect and aerosol-ice cloud inter-
actions. These are considered to be part of the climate
response rather than radiative forcings. {2.4, 7.5}
TS.2.3 Auviation Contrails and Cirrus,
Land Use and Other Effects

Persistent linear contrails from global aviation
contribute a small radiative forcing of +0.01 [+0.003
to +0.03] W m=2, with a low level of scientific
understanding. This best estimate is smaller than the
estimate in the TAR. This difference results from new
observations of contrail cover and reduced estimates of
contrail optical depth. No best estimates are available for
the net forcing from spreading contrails. Their effects on
cirrus cloudiness and the global effect of aviation aerosol
on background cloudiness remain unknown. {2.6}

Human-induced changes in land cover have
increased the global surface albedo, leading to a
radiative forcing of —0.2 £ 0.2 W m=2, the same as
in the TAR, with a medium-low level of scientific
understanding. Black carbon aerosols deposited on
snow reduce the surface albedo and are estimated
to yield an associated radiative forcing of +0.1 +
0.1 W m~2, with a low level of scientific understanding.
Since the TAR, a number of estimates of the forcing from
land use changes have been made, using better techniques,
exclusion of feedbacks in the evaluation and improved
incorporation of large-scale observations. Uncertainties
in the estimate include mapping and characterisation of
present-day vegetation and historical state, parametrization
of surface radiation processes and biases in models’

climate variables. The presence of soot particles in snow
leads to a decrease in the albedo of snow and a positive
forcing, and could affect snowmelt. Uncertainties are
large regarding the manner in which soot is incorporated
in snow and the resulting optical properties. {2.5}

The impacts of land use change on climate are
expected to be locally significant in some regions,
but are small at the global scale in comparison with
greenhouse gas warming. Changes in the land surface
(vegetation, soils, water) resulting from human activities
can significantly affect local climate through shifts in
radiation, cloudiness, surface roughness and surface
temperatures. Changes in vegetation cover can also have
a substantial effect on surface energy and water balance
at the regional scale. These effects involve non-radiative
processes (implying that they cannot be quantified by a
radiative forcing) and have a very low level of scientific
understanding. {2.5, 7.2, 9.3, Box 11.4}

The release of heat from anthropogenic energy
production can be significant over urban areas but is
not significant globally. {2.5}

TS.2.4 Radiative Forcing Due to Solar Activity
and Volcanic Eruptions

Continuous monitoring of total solar irradiance
now covers the last 28 years. The data show a well-
established 11-year cycle in irradiance that varies
by 0.08% from solar cycle minima to maxima, with
no significant long-term trend. New data have more
accurately quantified changes in solar spectral fluxes
over a broad range of wavelengths in association with
changing solar activity. Improved calibrations using high-
quality overlapping measurements have also contributed
to a better understanding. Current understanding of solar
physics and the known sources of irradiance variability
suggest comparable irradiance levels during the past
two solar cycles, including at solar minima. The primary
known cause of contemporary irradiance variability is the
presence on the Sun’s disk of sunspots (compact, dark
features where radiation is locally depleted) and faculae
(extended bright features where radiation is locally
enhanced). {2.7}

The estimated direct radiative forcing due to
changes in the solar output since 1750 is +0.12 [+0.06 to
+0.3] W m=2, which is less than half of the estimate
given in the TAR, with a low level of scientific
understanding. The reduced radiative forcing estimate
comes from a re-evaluation of the long-term change in
solar irradiance since 1610 (the Maunder Minimum)
based upon: a new reconstruction using a model of solar
magnetic flux variations that does not invoke geomagnetic,



Technical Summary

cosmogenic or stellar proxies; improved understanding of
recent solar variations and their relationship to physical
processes; and re-evaluation of the variations of Sun-
like stars. While this leads to an elevation in the level
of scientific understanding from very low in the TAR
to low in this assessment, uncertainties remain large
because of the lack of direct observations and incomplete
understanding of solar variability mechanisms over long
time scales. {2.7, 6.6}

Empirical associations have been reported
between solar-modulated cosmic ray ionization of the
atmosphere and global average low-level cloud cover
but evidence for a systematic indirect solar effect
remains ambiguous. It has been suggested that galactic
cosmic rays with sufficient energy to reach the troposphere
could alter the population of cloud condensation nuclei
and hence microphysical cloud properties (droplet
number and concentration), inducing changes in cloud
processes analogous to the indirect cloud albedo effect
of tropospheric aerosols and thus causing an indirect
solar forcing of climate. Studies have probed various
correlations with clouds in particular regions or using
limited cloud types or limited time periods; however, the
cosmic ray time series does not appear to correspond to
global total cloud cover after 1991 or to global low-level
cloud cover after 1994. Together with the lack of a proven
physical mechanism and the plausibility of other causal
factors affecting changes in cloud cover, this makes the
association between galactic cosmic ray-induced changes
in aerosol and cloud formation controversial. {2.7}

Explosive volcanic eruptions greatly increase the
concentration of stratospheric sulphate aerosols. A
single eruption can thereby cool global mean climate
for a few years. Volcanic aerosols perturb both the
stratosphere and surface/troposphere radiative energy
budgets and climate in an episodic manner, and many past
events are evident in ice core observations of sulphate as
well as temperature records. There have been no explosive
volcanic events since the 1991 Mt. Pinatubo eruption
capable of injecting significant material to the stratosphere.
However, the potential exists for volcanic eruptions much
larger than the 1991 Mt. Pinatubo eruption, which could
produce larger radiative forcing and longer-term cooling
of the climate system. {2.7, 6.4, 6.6, 9.2}

TS.2.5 Net Global Radiative Forcing, Global
Warming Potentials and Patterns of
Forcing

The understanding of anthropogenic warming
and cooling influences on climate has improved

since the TAR, leading to very high confidence that
the effect of human activities since 1750 has been
a net positive forcing of +1.6 [+0.6 to +2.4] W m=2.
Improved understanding and better quantification of the
forcing mechanisms since the TAR make it possible to
derive a combined net anthropogenic radiative forcing
for the first time. Combining the component values for
each forcing agent and their uncertainties yields the
probability distribution of the combined anthropogenic
radiative forcing estimate shown in Figure TS.5; the
most likely value is about an order of magnitude larger
than the estimated radiative forcing from changes in
solar irradiance. Since the range in the estimate is +0.6
to +2.4 W m2, there is very high confidence in the net
positive radiative forcing of the climate system due to
human activity. The LLGHGs together contribute +2.63 +
0.26 W m2, which is the dominant radiative forcing term
and has the highest level of scientific understanding. In
contrast, the total direct aerosol, cloud albedo and surface
albedo effects that contribute negative forcings are less
well understood and have larger uncertainties. The range
in the net estimate is increased by the negative forcing
terms, which have larger uncertainties than the positive
terms. The nature of the uncertainty in the estimated
cloud albedo effect introduces a noticeable asymmetry in
the distribution. Uncertainties in the distribution include
structural aspects (e.g., representation of extremes in
the component values, absence of any weighting of the
radiative forcing mechanisms, possibility of unaccounted
for butas yetunquantified radiative forcings) and statistical
aspects (e.g., assumptions about the types of distributions
describing component uncertainties). {2.7, 2.9}

The Global Warming Potential (GWP) is a useful
metric for comparing the potential climate impact of
the emissions of different LLGHGs (see Table TS.2).
Global Warming Potentials compare the integrated
radiative forcing over a specified period (e.g., 100
years) from a unit mass pulse emission and are a way
of comparing the potential climate change associated
with emissions of different greenhouse gases. There are
well-documented shortcomings of the GWP concept,
particularly in using it to assess the impact of short-lived
species. {2.10}

For the magnitude and range of realistic forcings
considered, evidence suggests an approximately linear
relationship between global mean radiative forcing and
global mean surface temperature response. The spatial
patterns of radiative forcing vary between different
forcing agents. However, the spatial signature of the
climate response is not generally expected to match
that of the forcing. Spatial patterns of climate response
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Figure TS.5. (a) Global mean radiative forcings (RF) and their 90% confidence intervals in 2005 for various agents and mechanisms.
Columns on the right-hand side specify best estimates and confidence intervals (RF values); typical geographical extent of the forcing
(Spatial scale); and level of scientific understanding (LOSU) indicating the scientific confidence level as explained in Section 2.9. Errors for
CH,, N,O and halocarbons have been combined. The net anthropogenic radiative forcing and its range are also shown. Best estimates
and uncertainty ranges can not be obtained by direct addition of individual terms due to the asymmetric uncertainty ranges for some
factors; the values given here were obtained from a Monte Carlo technique as discussed in Section 2.9. Additional forcing factors not
included here are considered to have a very low LOSU. Volcanic aerosols contribute an additional form of natural forcing but are not
included due to their episodic nature. The range for linear contrails does not include other possible effects of aviation on cloudiness.
(b) Probability distribution of the global mean combined radiative forcing from all anthropogenic agents shown in (a). The distribution is
calculated by combining the best estimates and uncertainties of each component. The spread in the distribution is increased significantly
by the negative forcing terms, which have larger uncertainties than the positive terms. {2.9.1, 2.9.2; Figure 2.20}
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Table TS.2. Lifetimes, radiative efficiencies and direct (except for CH,) global warming potentials (GWP) relative to CO,. {Table 2.14}

Global Warming Potential for
Given Time Horizon

Industrial Designation Radiative

or Common Name Lifetime Efficiency SAR#

(VCELD)) Chemical Formula (VCELD)) (W m-2 ppb-1) (100-yr) 20-yr 100-yr 500-yr
Carbon dioxide CO, See belowa b1.4x10-5 1 1 1 1
Methanec CH, 12¢ 3.7x10-4 21 72 25 7.6
Nitrous oxide N,O 114 3.03x103 310 289 298 153
Substances controlled by the Montreal Protocol

CFC-11 CClgF 45 0.25 3,800 6,730 4,750 1,620
CFC-12 CCl,F, 100 0.32 8,100 11,000 10,900 5,200
CFC-13 CCIF; 640 0.25 10,800 14,400 16,400
CFC-113 CCI,FCCIF, 85 0.3 4,800 6,540 6,130 2,700
CFC-114 CCIF,CCIF, 300 0.31 8,040 10,000 8,730
CFC-115 CCIF,CF4 1,700 0.18 5,310 7,370 9,990
Halon-1301 CBrF; 65 0.32 5,400 8,480 7,140 2,760
Halon-1211 CBrCIF, 16 0.3 4,750 1,890 575
Halon-2402 CBrF,CBrF, 20 0.33 3,680 1,640 503
Carbon tetrachloride CCl, 26 0.13 1,400 2,700 1,400 435
Methyl bromide CH3Br 0.7 0.01 17 5 1
Methyl chloroform CH3CCly 5 0.06 506 146 45
HCFC-22 CHCIF, 12 0.2 1,500 5,160 1,810 549
HCFC-123 CHCI,CF, 1.3 0.14 90 273 77 24
HCFC-124 CHCIFCF,4 5.8 0.22 470 2,070 609 185
HCFC-141b CH3CCIL,F 9.3 0.14 2,250 725 220
HCFC-142b CH,3CCIF, 17.9 0.2 1,800 5,490 2,310 705
HCFC-225ca CHCI,CF,CF4 1.9 0.2 429 122 37
HCFC-225¢cb CHCIFCF,CCIF, 5.8 0.32 2,030 595 181
Hydrofluorocarbons

HFC-23 CHF4 270 0.19 11,700 12,000 14,800 12,200
HFC-32 CH,F, 4.9 0.11 650 2,330 675 205
HFC-125 CHF,CF4 29 0.23 2,800 6,350 3,500 1,100
HFC-134a CH,FCF4 14 0.16 1,300 3,830 1,430 435
HFC-143a CH;CF, 52 0.13 3,800 5,890 4,470 1,590
HFC-152a CH3CHF, 1.4 0.09 140 437 124 38
HFC-227ea CF3;CHFCF4 34.2 0.26 2,900 5,310 3,220 1,040
HFC-236fa CF;CH,CF4 240 0.28 6,300 8,100 9,810 7,660
HFC-245fa CHF,CH,CF5 7.6 0.28 3,380 1030 314
HFC-365mfc CH,CF,CH,CF, 8.6 0.21 2,520 794 241
HFC-43-10mee CF;CHFCHFCF,CF4 15.9 0.4 1,300 4,140 1,640 500
Perfluorinated compounds

Sulphur hexafluoride SFg 3,200 0.52 23,900 16,300 22,800 32,600
Nitrogen trifluoride NF; 740 0.21 12,300 17,200 20,700
PFC-14 CF, 50,000 0.10 6,500 5,210 7,390 11,200
PFC-116 C,Fg 10,000 0.26 9,200 8,630 12,200 18,200
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Table TS.2 (continued)

Global Warming Potential for
Given Time Horizon

Industrial Designation Radiative

or Common Name Lifetime Efficiency SAR#

(years) Chemical Formula (years) (W m—2 ppb-1) (100-yr) 20-yr 100-yr 500-yr
Perfluorinated compounds (continued)

PFC-218 C,Fg 2,600 0.26 7,000 6,310 8,830 12,500
PFC-318 c-C4Fg 3,200 0.32 8,700 7,310 10,300 14,700
PFC-3-1-10 C4Fio 2,600 0.33 7,000 6,330 8,860 12,500
PFC-4-1-12 CsFin 4,100 0.41 6,510 9,160 13,300
PFC-5-1-14 CeFia 3,200 0.49 7,400 6,600 9,300 13,300
PFC-9-1-18 CioF1s >1,0004 0.56 >5,500 >7,500 >9,500
trifluoromethyl SF;CF4 800 0.57 13,200 17,700 21,200
sulphur pentafluoride

Fluorinated ethers

HFE-125 CHF,0OCF,4 136 0.44 13,800 14,900 8,490
HFE-134 CHF,OCHF, 26 0.45 12,200 6,320 1,960
HFE-143a CH;0CF, 4.3 0.27 2,630 756 230
HCFE-235da2 CHF,OCHCICF,4 2.6 0.38 1,230 350 106
HFE-245cbh2 CH;OCF,CHF, 51 0.32 2,440 708 215
HFE-245fa2 CHF,0OCH,CF4 4.9 0.31 2,280 659 200
HFE-254cb2 CH;OCF,CHF, 2.6 0.28 1,260 359 109
HFE-347mcc3 CH3OCF,CF,CF4 5.2 0.34 1,980 575 175
HFE-347pcf2 CHF,CF,0OCH,CF;4 7.1 0.25 1,900 580 175
HFE-356pcc3 CH;OCF,CF,CHF, 0.33 0.93 386 110 33
HFE-449s|

(HFE-7100) C,F4OCH;,4 3.8 0.31 1,040 297 90
HFE-569sf2 C4FyOC,H; 0.77 0.3 207 59 18
(HFE-7200)

HFE-43-10pccci124 CHF,0OCF,0C,F,OCHF, 6.3 1.37 6,320 1,870 569
(H-Galden 1040x)

HFE-236ca12 CHF,0OCF,0CHF, 12.1 0.66 8,000 2,800 860
(HG-10)

HFE-338pcc13 CHF,OCF,CF,OCHF, 6.2 0.87 5,100 1,500 460
(HG-01)

Perfluoropolyethers

PFPMIE CF4;OCF(CF;)CF,OCF,0OCF; 800 0.65 7,620 10,300 12,400
Hydrocarbons and other compounds - Direct Effects

Dimethylether CH3;0CH,4 0.015 0.02 1 1 <<1
Methylene chloride CH,Cl, 0.38 0.03 31 8.7 2.7
Methyl chloride CH,CI 1.0 0.01 45 13 4

Notes:
1 SAR refers to the IPCC Second Assessment Report (1995) used for reporting under the UNFCCC.

a The CO, response function used in this report is based on the revised version of the Bern Carbon cycle model used in Chapter 10 of this report
(Bern2.5CC; Joos et al. 2001) using a background CO, concentration value of 378 ppm. The decay of a pulse of CO, with time t is given by

3
ap+ _21 a-e YU \where ap=0.217, a; = 0.259, a, = 0.338, a; = 0.186, 1y = 172.9 years, 1, = 18.51 years, and 13 = 1.186 years, for t < 1,000 years.
b The radiative efficiency of CO, is calculated using the IPCC (1990) simplified expression as revised in the TAR, with an updated background concentration
value of 378 ppm and a perturbation of +1 ppm (see Section 2.10.2).
¢ The perturbation lifetime for CH, is 12 years as in the TAR (see also Section 7.4). The GWP for CH, includes indirect effects from enhancements of ozone
and stratospheric water vapour (see Section 2.10) .

d The assumed lifetime of 1000 years is a lower limit.

34



Technical Summary

are largely controlled by climate processes and feedbacks.
For example, sea ice-albedo feedbacks tend to enhance
the high-latitude response. Spatial patterns of response
are also affected by differences in thermal inertia between
land and sea areas. {2.8, 9.2}

The pattern of response to a radiative forcing can
be altered substantially if its structure is favourable
for affecting a particular aspect of the atmospheric
structure or circulation. Modelling studies and data
comparisons suggest that mid- to high-latitude circulation
patterns are likely to be affected by some forcings such
as volcanic eruptions, which have been linked to changes
in the Northern Annular Mode (NAM) and North
Atlantic Oscillation (NAO) (see Section 3.1 and Box
TS.2). Simulations also suggest that absorbing aerosols,
particularly black carbon, can reduce the solar radiation
reaching the surface and can warm the atmosphere at
regional scales, affecting the vertical temperature profile
and the large-scale atmospheric circulation. {2.8, 7.5, 9.2}

The spatial patterns of radiative forcings for ozone,
aerosol direct effects, aerosol-cloud interactions and
land use have considerable uncertainties. This is in
contrast to the relatively high confidence in the spatial
pattern of radiative forcing for the LLGHGs. The net
positive radiative forcing in the Southern Hemisphere
(SH) very likely exceeds that in the NH because of smaller
aerosol concentrations in the SH. {2.9}

TS 2.6 Surface Forcing and the
Hydrologic Cycle

Observations and models indicate that changes
in the radiative flux at the Earth’s surface affect the
surface heat and moisture budgets, thereby involving
the hydrologic cycle. Recent studies indicate that
some forcing agents can influence the hydrologic cycle
differently than others through their interactions
with clouds. In particular, changes in aerosols
may have affected precipitation and other aspects
of the hydrologic cycle more strongly than other
anthropogenic forcing agents. Energy deposited at the
surface directly affects evaporation and sensible heat
transfer. The instantancous radiative flux change at the
surface (hereafter called ‘surface forcing’) is a useful
diagnostic tool for understanding changes in the heat and
moisture surface budgets and the accompanying climate
change. However, unlike radiative forcing, it cannot be
used to quantitatively compare the effects of different
agents on the equilibrium global mean surface temperature
change. Net radiative forcing and surface forcing have
different equator-to-pole gradients in the NH, and are
different between the NH and SH. {2.9, 7.2, 7.5, 9.5}

TS.3 Observations of

Changes in Climate

Thisassessmentevaluates changes inthe Earth’s climate
system, considering not only the atmosphere, but also the
ocean and the cryosphere, as well as phenomena such
as atmospheric circulation changes, in order to increase
understanding of trends, variability and processes of
climate change at global and regional scales. Observational
records employing direct methods are of variable length as
described below, with global temperature estimates now
beginning as early as 1850. Observations of extremes of
weather and climate are discussed, and observed changes
in extremes are described. The consistency of observed
changes among different climate variables that allows
an increasingly comprehensive picture to be drawn is
also described. Finally, palacoclimatic information that
generally employs indirect proxies to infer information
about climate change over longer time scales (up to
millions of years) is also assessed.

TS.3.1  Atmospheric Changes: Instrumental
Record

This assessment includes analysis of global and
hemispheric means, changes over land and ocean and
distributions of trends in latitude, longitude and altitude.
Since the TAR, improvements in observations and their
calibration, more detailed analysis of methods and
extended time series allow more in-depth analyses of
changes including atmospheric temperature, precipitation,
humidity, wind and circulation. Extremes of climate are a
key expression of climate variability, and this assessment
includes new data that permit improved insights into the
changes in many types of extreme events including heat
waves, droughts, heavy precipitation and tropical cyclones
(including hurricanes and typhoons). {3.2-3.4, 3.8}

Furthermore, advances have occurred since the TAR
in understanding how a number of seasonal and long-
term anomalies can be described by patterns of climate
variability. These patterns arise from internal interactions
and from the differential effects on the atmosphere of land
and ocean, mountains and large changes in heating. Their
response is often felt in regions far removed from their
physical source through atmospheric teleconnections
associated with large-scale waves in the atmosphere.
Understanding temperature and precipitation anomalies
associated with the dominant patterns of climate
variability is essential to understanding many regional
climate anomalies and why these may differ from those at
the global scale. Changes in storm tracks, the jet streams,
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regions of preferred blocking anticyclones and changes
in monsoons can also occur in conjunction with these
preferred patterns of variability. {3.5-3.7}

TS.3.1.1 Global Average Temperatures

2005 and 1998 were the warmest two years in the
instrumental global surface air temperature record
since 1850. Surface temperatures in 1998 were enhanced
by the major 1997-1998 El Nifio but no such strong
anomaly was present in 2005. Eleven of the last 12 years
(1995 to 2006) — the exception being 1996 — rank among
the 12 warmest years on record since 1850. {3.2}

The global average surface temperature has
increased, especially since about 1950. The updated
100-year trend (1906-2005) of 0.74°C £ 0.18°C is larger
than the 100-year warming trend at the time of the TAR
(1901-2000) of 0.6°C £ 0.2°C due to additional warm
years. The total temperature increase from 1850-1899
to 2001-2005 is 0.76°C + 0.19°C. The rate of warming
averaged over the last 50 years (0.13°C + 0.03°C per
decade) is nearly twice that for the last 100 years. Three
different global estimates all show consistent warming
trends. There is also consistency between the data sets
in their separate land and ocean domains, and between
sea surface temperature (SST) and nighttime marine air
temperature (see Figure TS.6). {3.2}

Recent studies confirm that effects of urbanisation
and land use change on the global temperature record
are negligible (less than 0.006°C per decade over
land and zero over the ocean) as far as hemispheric-
and continental-scale averages are concerned. All
observations are subject to data quality and consistency
checks to correct for potential biases. The real but local
effects of urban areas are accounted for in the land
temperature data sets used. Urbanisation and land use
effects are not relevant to the widespread oceanic warming
that has been observed. Increasing evidence suggests that
urban heat island effects also affect precipitation, cloud
and diurnal temperature range (DTR). {3.2}

The global average DTR has stopped decreasing. A
decrease in DTR of approximately 0.1°C per decade was
reported in the TAR for the period 1950 to 1993. Updated
observations reveal that DTR has not changed from 1979
to 2004 as both day- and night time temperature have risen
at about the same rate. The trends are highly variable from
one region to another. {3.2}

New analyses of radiosonde and satellite
measurements of and mid-tropospheric
temperature show warming rates that are generally
consistent with each other and with those in the
surface temperature record within their respective
uncertainties for the periods 1958 to 2005 and 1979
to 2005. This largely resolves a discrepancy noted
in the TAR (see Figure TS.7). The radiosonde record
is markedly less spatially complete than the surface
record and increasing evidence suggests that a number
of radiosonde data sets are unreliable, especially in the
tropics. Disparities remain among different tropospheric
temperature trends estimated from satellite Microwave
Sounding Unit (MSU) and advanced MSU measurements
since 1979, and all likely still contain residual errors.
However, trend estimates have been substantially
improved and data set differences reduced since the TAR,
through adjustments for changing satellites, orbit decay
and drift in local crossing time (diurnal cycle effects). It
appears that the satellite tropospheric temperature record
is broadly consistent with surface temperature trends
provided that the stratospheric influence on MSU channel
2 is accounted for. The range across different data sets of
global surface warming since 1979 is 0.16°C to 0.18°C
per decade, compared to 0.12°C to 0.19°C per decade
for MSU-derived estimates of tropospheric temperatures.
It is likely that there is increased warming with altitude
from the surface through much of the troposphere in the
tropics, pronounced cooling in the stratosphere, and a
trend towards a higher tropopause. {3.4}

Stratospheric temperature estimates from adjusted
radiosondes, satellites and reanalyses are all in
qualitative agreement, with a cooling of between 0.3°C
and 0.6°C per decade since 1979 (see Figure TS.7).
Longer radiosonde records (back to 1958) also indicate
stratospheric cooling but are subject to substantial
instrumental uncertainties. The rate of cooling increased
after 1979 but has slowed in the last decade. It is /ikely
that radiosonde stratospheric
cooling, owing to changes in sondes not yet taken
into account. The trends are not monotonic, because
of stratospheric warming episodes that follow major
volcanic eruptions. {3.4}
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GLoBAL TEMPERATURE TRENDS
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Figure TS.6. (Top) Patterns of linear global temperature trends over the period 1979 to 2005 estimated at the surface (left), and for the
troposphere from satellite records (right). Grey indicates areas with incomplete data. (Bottom) Annual global mean temperatures (black
dots) with linear fits to the data. The left hand axis shows temperature anomalies relative to the 1961 to 1990 average and the right hand
axis shows estimated actual temperatures, both in °C. Linear trends are shown for the last 25 (yellow), 50 (orange), 100 (purple) and 150
years (red). The smooth blue curve shows decadal variations (see Appendix 3.A), with the decadal 90% error range shown as a pale blue
band about that line. The total temperature increase from the period 1850 to 1899 to the period 2001 to 2005 is 0.76°C + 0.19°C. {FAQ

3.1, Figure 1.}

7S8.3.1.2 Spatial Distribution of Changes in
Temperature, Circulation and Related
Variables

Surface temperatures over land regions have
warmed at a faster rate than over the oceans in both
hemispheres. Longer records now available show
significantly faster rates of warming over land than
ocean in the past two decades (about 0.27°C vs. 0.13°C
per decade). {3.2}

The warming in the last 30 years is widespread over
the globe, and is greatest at higher northern latitudes.
The greatest warming has occurred in the NH winter (DJF)
and spring (MAM). Average arctic temperatures have
been increasing at almost twice the rate of the rest of the
world in the past 100 years. However, arctic temperatures
are highly variable. A slightly longer arctic warm period,
almost as warm as the present, was observed from 1925
to 1945, but its geographical distribution appears to have
been different from the recent warming since its extent
was not global. {3.2}
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There is evidence for long-term changes in
the large-scale atmospheric circulation, such

OBseRVED AIR TEMPERATURES

Lower Stratosphere
o L |
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westerly winds. Regional climate trends can be
very different from the global average, reflecting
changes in the circulations and interactions of the
atmosphere and ocean and the other components
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close to the long-term average. The increased

Mid to Upper Troposphere

L]
= Toumn " Touarz "
w—T '

Z-RATPAC "
= = = \/olcanic Eruptiony

strength of the westerlies in the NH changes the
flow from oceans to continents, and is a major

1970 1980 2000

Lower Troposphere

1990

factor in the observed winter changes in storm
tracks and related patterns of precipitation and
temperature trends at mid- and high-latitudes.
Analyses of wind and significant wave height
support reanalysis-based evidence for changes
in NH extratropical storms from the start of

0.5

0.0

= Torr.um .
AT-RSS

=T p.aarz
=Tarpareac
= = =\olcanic Eruption

—

]
]
]
]l

the reanalysis record in the late 1970s until the

1980 2000

late 1990s. These changes are accompanied
by a tendency towards stronger winter polar
vortices throughout the troposphere and lower
stratosphere. {3.2, 3.5}

Many regional climate changes can be
described in terms of preferred patterns of
climate variability and therefore as changes
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in the occurrence of indices that characterise
the strength and phase of these patterns. The
importance, over all time scales, of fluctuations
in the westerlies and storm tracks in the North
Atlantic has often been noted, and these
fluctuations are described by the NAO (see
Box TS.2 for an explanation of this and other
preferred patterns). The characteristics of fluctuations in
the zonally averaged westerlies in the two hemispheres
have more recently been described by their respective
‘annular modes’, the Northern and Southern Annular
Modes (NAM and SAM). The observed changes can be
expressed as a shift of the circulation towards the structure
associated with one sign of these preferred patterns. The
increased mid-latitude westerlies in the North Atlantic
can be largely viewed as reflecting either NAO or NAM
changes; multi-decadal variability is also evident in the
Atlantic, both in the atmosphere and the ocean. In the
SH, changes in circulation related to an increase in the
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Figure TS.7. Observed surface (D) and upper air temperatures for the lower
troposphere (C), mid- to upper troposphere (B) and lower stratosphere (A),
shown as monthly mean anomalies relative to the period 1979 to 1997
smoothed with a seven-month running mean filter. Dashed lines indicate
the times of major volcanic eruptions. {Figure 3.17}

SAM from the 1960s to the present are associated with
strong warming over the Antarctic Peninsula and, to a
lesser extent, cooling over parts of continental Antarctica.
Changes have also been observed in ocean-atmosphere
interactions in the Pacific. The ENSO is the dominant
mode of global-scale variability on interannual time scales
although there have been times when it is less apparent.
The 1976—1977 climate shift, related to the phase change
in the Pacific Decadal Oscillation (PDO) towards more El
Niflo events and changes in the evolution of ENSO, has
affected many areas, including most tropical monsoons.
For instance, over North America, ENSO and Pacific-
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Box TS.2: Patterns (Modes) of Climate Variability

Analysis of atmospheric and climatic variability has shown that a significant component of it can be described in terms
of fluctuations in the amplitude and sign of indices of a relatively small number of preferred patterns of variability. Some of
the best known of these are:

e El Nino-Southern Oscillation (ENSO), a coupled fluctuation in the atmosphere and the equatorial Pacific Ocean, with
preferred time scales of two to about seven years. ENSO is often measured by the difference in surface pressure
anomalies between Tahiti and Darwin and the SSTs in the central and eastern equatorial Pacific. ENSO has global
teleconnections.

* North Atlantic Oscillation (NAO), a measure
of the strength of the Icelandic Low and Posimive PHase oF NAO ano NAM
the Azores High, and of the westerly winds
between them, mainly in winter. The NAO
has associated fluctuations in the storm track,
temperature and precipitation from the North
Atlantic into Eurasia (see Box TS.2, Figure 1).

¢ Northern Annular Mode (NAM), a winter
fluctuation in the amplitude of a pattern
characterised by low surface pressure in the
Arctic and strong mid-latitude westerlies. The
NAM has links with the northern polar vortex
and hence the stratosphere.

e Southern Annular Mode (SAM), the

her than normal

fluctuation of a pattern with low antarctic AtmosphericipressuleioiE]
K i the central Atlamrlc, strong HIGHER @
surface pressure and strong mid-latitude puaster ypainceln st T
warmth and precipitation (@)
westerlies, analogous to the NAM, but present tawardinotthetniENop=t S
year round. 3
, , =
° - WARMER DRIER

Pacific-North 'Amerlcan (PNA) pattern, WARMER 'S THANNORMM@ 2
an atmospheric large-scale wave pattern n >
) L -COOLER werren P z

featuring a sequence of tropospheric high- THAN NORMAL THAN NORMAL -

and low-pressure anomalies stretching from
the subtropical west Pacific to the east coast
of North America.

Box TS.2, Figure 1. A schematic of the changes associated with the
positive phase of the NAO and NAM. The changes in pressure and winds
are shown, along with precipitation changes. Warm colours indicate
¢ Pacific Decadal Oscillation (PDO), a measure  areas that are warmer than normal and blue indicates areas that are

of the SSTs in the North Pacific that has a very ~ cooler than normal.

strong correlation with the North Pacific Index

(NPI) measure of the depth of the Aleutian

Low. However, it has a signature throughout

much of the Pacific.

The extent to which all these preferred patterns of variability can be considered to be true modes of the climate system
is a topic of active research. However, there is evidence that their existence can lead to larger-amplitude regional responses
to forcing than would otherwise be expected. In particular, a number of the observed 20th-century climate changes can be
viewed in terms of changes in these patterns. It is therefore important to test the ability of climate models to simulate them
(see Section TS.4, Box TS.7) and to consider the extent to which observed changes related to these patterns are linked to
internal variability or to anthropogenic climate change. {3.6, 8.4}
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North American (PNA) teleconnection-related changes
appear to have led to contrasting changes across the
continent, as the western part has warmed more than the
eastern part, while the latter has become cloudier and
wetter. There is substantial low-frequency atmospheric
variability in the Pacific sector over the 20th century,
with extended periods of weakened (1900-1924; 1947—
1976) as well as strengthened (1925-1946; 1977-2003)
circulation. {3.2, 3.5, 3.6}

Changes in extremes of temperature are consistent
with warming. Observations show widespread reductions
in the number of frost days in mid-latitude regions,
increases in the number of warm extremes (warmest
10% of days or nights) and a reduction in the number of
daily cold extremes (coldest 10% of days or nights) (see
Box TS.5). The most marked changes are for cold nights,
which have declined over the 1951 to 2003 period for all
regions where data are available (76% of the land). {3.8}

Heat waves have increased in duration beginning in
the latter half of the 20th century. The record-breaking
heat wave over western and central Europe in the summer
of 2003 is an example of an exceptional recent extreme.
That summer (JJA) was the warmest since comparable
instrumental records began around 1780 (1.4°C above
the previous warmest in 1807). Spring drying of the
land surface over Europe was an important factor in the
occurrence of the extreme 2003 temperatures. Evidence
suggests that heat waves have also increased in frequency
and duration in other locations. The very strong correlation
between observed dryness and high temperatures over
land in the tropics during summer highlights the important
role moisture plays in moderating climate. {3.8, 3.9}

There is insufficient evidence to determine whether
trends exist in such events as tornadoes, hail, lightning
and dust storms which occur at small spatial scales.
{3.8}

7S.3.1.3 Changes in the Water Cycle: Water Vapour,
Clouds, Precipitation and Tropical Storms

Tropospheric water vapour is increasing (Figure
TS.8). Surface specific humidity has generally increased
since 1976 in close association with higher temperatures
over both land and ocean. Total column water vapour
has increased over the global oceans by 1.2 + 0.3%
per decade (95% confidence limits) from 1988 to 2004.
The observed regional changes are consistent in pattern
and amount with the changes in SST and the assumption of
anear-constant relative humidity increase in water vapour
mixing ratio. The additional atmospheric water vapour
implies increased moisture availability for precipitation.
{3.4}

ATtmospPHERIC WATER VAPOUR

a) Column Water Vapour, Ocean only: Trend,1988-2004
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Figure TS.8. (a) Linear trends in precipitable water (total column
water vapour) over the period 1988 to 2004 (% per decade) and
(b) the monthly time series of anomalies, relative to the period
shown, over the global ocean with linear trend. (c) The global
mean (80°N to 80°S) radiative signature of upper-tropospheric
moistening is given by monthly time series of combinations of
satellite brightness temperature anomalies (°C), relative to the
period 1982 to 2004, with the dashed line showing the linear
trend of the key brightness temperature in °C per decade. {3.4,
Figures 3.20 and 3.21}

Upper-tropospheric water vapour is also increasing.
Due to instrumental limitations, it is difficult to assess
long-term changes in water vapour in the upper
troposphere, where it is of radiative importance. However,
the available data now show evidence for global increases
in upper-tropospheric specific humidity over the past two
decades (Figure TS.8). These observations are consistent
with the observed increase in temperatures and represent
an important advance since the TAR. {3.4}

Cloud changes are dominated by ENSO. Widespread
(but not ubiquitous) decreases in continental DTR have
coincided with increases in cloud amounts. Surface and
satellite observations disagree on changes in total and low-
level cloud changes over the ocean. However, radiation
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changes at the top of the atmosphere from the 1980s to
1990s (possibly related in part to the ENSO phenomenon)
appear to be associated with reductions in tropical upper-
level cloud cover, and are consistent with changes in the
energy budget and in observed ocean heat content. {3.4}

‘Global dimming’ is not global in extent and it has
not continued after 1990. Reported decreases in solar
radiation at the Earth’s surface from 1970 to 1990 have an
urban bias. Further, there have been increases since about
1990. An increasing aerosol load due to human activities
decreases regional air quality and the amount of solar
radiation reaching the Earth’s surface. In some areas,
such as Eastern Europe, recent observations of a reversal
in the sign of this effect link changes in solar radiation to
concurrent air quality improvements. {3.4}

Long-term trends in precipitation amounts from
1900 to 2005 have been observed in many large regions
(Figure TS.9). Significantly increased precipitation has
been observed in the eastern parts of North and South
America, northern Europe and northern and central Asia.
Drying has been observed in the Sahel, the Mediterranean,
southern Africa and parts of southern Asia. Precipitation
is highly variable spatially and temporally, and robust
long-term trends have not been established for other large
regions.> {3.3}

Substantial increases in heavy precipitation events
have been observed. It is /ikely that there have been
increases in the number of heavy precipitation events
(e.g., above the 95th percentile) in many land regions
since about 1950, even in those regions where there has
been a reduction in total precipitation amount. Increases
have also been reported for rarer precipitation events
(1 in 50 year return period), but only a few regions
have sufficient data to assess such trends reliably (see
Figure TS.10). {3.8}

There is observational evidence for an increase of
intense tropical cyclone activity in the North Atlantic
since about 1970, correlated with increases in tropical
SSTs. There are also suggestions of increased intense
tropical cyclone activity in some other regions where
concerns over data quality are greater. Multi-decadal
variability and the quality of the tropical cyclone records
prior to routine satellite observations in about 1970
complicate the detection of long-term trends in tropical
cyclone activity and there is no clear trend in the annual
numbers of tropical cyclones. Estimates of the potential
destructiveness of tropical cyclones suggest a substantial
upward trend since the mid-1970s, with a trend towards
longer lifetimes and greater intensity. Trends are also
apparent in SST, a critical variable known to influence

GrLoBAL MEAN PRECIPITATION
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Figure TS.9. (Top) Distribution of linear trends of annual land
precipitation amounts over the period 1901 to 2005 (% per
century) and (middle) 1979 to 2005 (% per decade). Areas in grey
have insufficient data to produce reliable trends. The percentage
is based on the 1961 to 1990 period. (Bottom) Time series of
annual global land precipitation anomalies with respect to the
1961 to 1990 base period for 1900 to 2005. The smooth curves
show decadal variations (see Appendix 3.A) for different data
sets. {3.3, Figures 3.12 and 3.13}

5 The assessed regions are those considered in the regional projections chapter of the TAR and in Chapter 11 of this report.
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ANNuAL PRreciPiTATION TRENDS
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Figure TS.10. (Top) Observed trends (% per decade) over the period 1951 to 2003 in the contribution to total annual precipitation from
very wet days (i.e., corresponding to the 95th percentile and above). White land areas have insufficient data for trend determination.
(Bottom) Anomalies (%) of the global (regions with data shown in top panel) annual time series of very wet days (with respect to 1961-
1990) defined as the percentage change from the base period average (22.5%). The smooth orange curve shows decadal variations (see
Appendix 3.A). {Figure 3.39}
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Figure TS.11. Tropical Atlantic (10°N-20°N) sea surface temperature annual anomalies (°C) in the region of Atlantic hurricane formation,
relative to the 1961 to 1990 mean. {Figure 3.33}
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tropical cyclone development (see Figure TS.11).
Variations in the total numbers of tropical cyclones result
from ENSO and decadal variability, which also lead to a
redistribution of tropical storm numbers and tracks. The
numbers of hurricanes in the North Atlantic have been
above normal (based on 1981-2000) in nine of the years
from 1995 to 2005. {3.8}

More intense and longer droughts have been
observed over wider areas, particularly in the
tropics and subtropics since the 1970s. While there
are many different measures of drought, many studies
use precipitation changes together with temperature.®
Increased drying due to higher temperatures and decreased
land precipitation have contributed to these changes.
{3.3}
TS.3.2 Changes in the Cryosphere:
Instrumental Record

Currently, ice permanently covers 10% of the land
surface, with only a tiny fraction occurring outside
Antarctica and Greenland. Ice also covers approximately
7% of the oceans in the annual mean. In midwinter, snow
covers approximately 49% of the land surface in the NH.
An important property of snow and ice is its high surface
albedo. Because up to 90% of the incident solar radiation
is reflected by snow and ice surfaces, while only about
10% is reflected by the open ocean or forested lands,
changes in snow and ice cover are important feedback
mechanisms in climate change. In addition, snow and ice
are effective insulators. Seasonally frozen ground is more
extensive than snow cover, and its presence is important
for energy and moisture fluxes. Therefore, frozen surfaces
play important roles in energy and climate processes.
{4.1}

The cryosphere stores about 75% of the world’s
freshwater. At a regional scale, variations in mountain
snowpack, glaciers and small ice caps play a crucial role in
freshwater availability. Since the change from ice to liquid
water occurs at specific temperatures, ice is a component
of the climate system that could be subject to abrupt
change following sufficient warming. Observations and
analyses of changes in ice have expanded and improved
since the TAR, including shrinkage of mountain glacier
volume, decreases in snow cover, changes in permafrost
and frozen ground, reductions in arctic sea ice extent,
coastal thinning of the Greenland Ice Sheet exceeding
inland thickening from increased snowfall, and reductions
in seasonally frozen ground and river and lake ice cover.

These allow an improved understanding of how the
cryosphere is changing, including its contributions to
recent changes in sea level. The periods from 1961 to the
present and from 1993 to the present are a focus of this
report, due to the availability of directly measured glacier
mass balance data and altimetry observations of the ice
sheets, respectively. {4.1}

Snow cover has decreased in most regions, especially
in spring. Northern Hemisphere snow cover observed by
satellite over the 1966 to 2005 period decreased in every
month except November and December, with a stepwise
drop of 5% in the annual mean in the late 1980s (see
Figure TS.12). In the SH, the few long records or proxies
mostly show either decreases or no changes in the past
40 years or more. Northern Hemisphere April snow cover
extent is strongly correlated with 40°N to 60°N April
temperature, reflecting the feedback between snow and
temperature. {4.2}

Decreases in snowpack have been documented in
several regions worldwide based upon annual time
series of mountain snow water equivalent and snow
depth. Mountain snow can be sensitive to small changes
in temperature, particularly in temperate climatic zones
where the transition from rain to snow is generally closely
associated with the altitude of the freezing level. Declines
in mountain snowpack in western North America and in
the Swiss Alps are largest at lower, warmer elevations.
Mountain snow water equivalent has declined since 1950
at 75% of the stations monitored in western North America.
Mountain snow depth has also declined in the Alps and in
southeastern Australia. Direct observations of snow depth
are too limited to determine changes in the Andes, but
temperature measurements suggest that the altitude where
snow occurs (above the snow line) has probably risen in
mountainous regions of South America. {4.2}

Permafrost and seasonally frozen ground in most
regions display large changes in recent decades.
Changes in permafrost conditions can affect river runoff,
water supply, carbon exchange and landscape stability,
and can cause damage to infrastructure. Temperature
increases at the top of the permafrost layer of up to 3°C
since the 1980s have been reported. Permafrost warming
has also been observed with variable magnitude in the
Canadian Arctic, Siberia, the Tibetan Plateau and Europe.
The permafrost base is thawing at a rate ranging from
0.04 m yr-! in Alaska to 0.02 m yr-! on the Tibetan Plateau.
{4.7}

The maximum area covered by seasonally frozen
ground decreased by about 7% in the NH over the

6 Precipitation and temperature are combined in the Palmer Drought Severity Index (PDSI), considered in this report as one measure of drought. The PDSI does not
include variables such as wind speed, solar radiation, cloudiness and water vapour but is a superior measure to precipitation alone.
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Box TS.3: Ice Sheet Dynamics and Stability

Ice sheets are thick, broad masses of ice formed mainly from compaction of snow. They spread under their own weight,
transferring mass towards their margins where it is lost primarily by runoff of surface melt water or by calving of icebergs
into marginal seas or lakes. Ice sheets flow by deformation within the ice or melt water-lubricated sliding over materials
beneath. Rapid basal motion requires that the basal temperature be raised to the melting point by heat from the Earth’s
interior, delivered by melt water transport, or from the ‘friction’ of ice motion. Sliding velocities under a given gravitational
stress can differ by several orders of magnitude, depending on the presence or absence of deformable sediment, the
roughness of the substrate and the supply and distribution of water. Basal conditions are generally poorly characterised,
introducing important uncertainties to the understanding of ice sheet stability. {4.6}

Ice flow is often channelled into fast-moving ice streams (that flow between slower-moving ice walls) or outlet glaciers
(with rock walls). Enhanced flow in ice streams arises either from higher gravitational stress linked to thicker ice in bedrock
troughs, or from increased basal lubrication. {4.6}

Ice discharged across the coast often remains attached to the ice sheet to become a floating ice shelf. An ice shelf moves
forward, spreading and thinning under its own weight, and fed by snowfall on its surface and ice input from the ice sheet.
Friction at ice shelf sides and over local shoals slows the flow of the ice shelf and thus the discharge from the ice sheet.
An ice shelf loses mass by calving icebergs from the front and by basal melting into the ocean cavity beneath. Studies
suggest an ocean warming of 1°C could increase ice shelf basal melt by 10 m yr-', but inadequate knowledge of the largely
inaccessible ice shelf cavities restricts the accuracy of such estimates. {4.6}

The palaeo-record of previous ice ages indicates that ice sheets shrink in response to warming and grow in response
to cooling, and that shrinkage can be far faster than growth. The volumes of the Greenland and Antarctic Ice Sheets are
equivalent to approximately 7 m and 57 m of sea level rise, respectively. Palaeoclimatic data indicate that substantial
melting of one or both ice sheets has likely occurred in the past. However, ice core data show that neither ice sheet was
completely removed during warm periods of at least the past million years. Ice sheets can respond to environmental forcing
over very long time scales, implying that commitments to future changes may result from current warming. For example,
a surface warming may take more than 10,000 years to penetrate to the bed and change temperatures there. Ice velocity
over most of an ice sheet changes slowly in response to changes in the ice sheet shape or surface temperature, but large
velocity changes may occur rapidly in ice streams and outlet glaciers in response to changing basal conditions, penetration
of surface melt water to the bed or changes in the ice shelves into which they flow. {4.6, 6.4}

Models currently configured for long integrations remain most reliable in their treatment of surface accumulation
and ablation, as for the TAR, but do not include full treatments of ice dynamics; thus, analyses of past changes or future
projections using such models may underestimate ice flow contributions to sea level rise, but the magnitude of such an
effect is unknown. {8.2}

latter half of the 20th century, with a decrease in spring
of up to 15%. Its maximum depth has decreased by about
0.3 m in Eurasia since the mid-20th century. In addition,
maximum seasonal thaw depth increased by about 0.2 m
in the Russian Arctic from 1956 to 1990. {4.7}

On average, the general trend in NH river and lake
ice over the past 150 years indicates that the freeze-up
date has become later at an average rate of 5.8 + 1.9
days per century, while the breakup date has occurred
earlier, at a rate of 6.5 + 1.4 days per century. However,
considerable spatial variability has also been observed,
with some regions showing trends of opposite sign. {4.3}

Annual average arctic sea ice extent has shrunk by
about 2.7 + 0.6% per decade since 1978 based upon
satellite observations (see Figure TS.13). The decline
in summer extent is larger than in winter extent, with the
summer minimum declining at a rate of about 7.4 + 2.4%
per decade. Other data indicate that the summer decline
began around 1970. Similar observations in the Antarctic

reveal larger interannual variability but no consistent
trends during the period of satellite observations. In
contrast to changes in continental ice such as ice sheets
and glaciers, changes in sea ice do not directly contribute
to sea level change (because this ice is already floating),
but can contribute to salinity changes through input of
freshwater. {4.4}

During the 20th century, glaciers and ice caps
have experienced widespread mass losses and have
contributed to sea level rise. Mass loss of glaciers and ice
caps (excluding those around the ice sheets of Greenland
and Antarctica) is estimated to be 0.50 = 0.18 mm yr!
in sea level equivalent (SLE) between 1961 and 2003,
and 0.77 £ 0.22 mm yr! SLE between 1991 and 2003.
The late 20th-century glacier wastage /likely has been a
response to post-1970 warming. {4.5}

Recent observations show evidence for rapid
changes in ice flow in some regions, contributing to
sea level rise and suggesting that the dynamics of ice
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motion may be a key factor in future responses of
ice shelves, coastal glaciers and ice sheets to climate
change. Thinning or loss of ice shelves in some near-
coastal regions of Greenland, the Antarctic Peninsula
and West Antarctica has been associated with accelerated
flow of nearby glaciers and ice streams, suggesting that
ice shelves (including short ice shelves of kilometres
or tens of kilometres in length) could play a larger role
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Figure TS.12. (Top) Northern Hemisphere March-April snow-
covered area from a station-derived snow cover index (prior
to 1972) and from satellite data (during and after 1972). The
smooth curve shows decadal variations (see Appendix 3.A) with
the 5 to 95% data range shaded in yellow. (Bottom) Differences
in the distribution of March-April snow cover between earlier
(1967-1987) and later (1988-2004) portions of the satellite era
(expressed in percent coverage). Tan colours show areas where
snow cover has declined. Red curves show the 0°C and 5°C
isotherms averaged for March-April 1967 to 2004, from the
Climatic Research Unit (CRU) gridded land surface temperature
version 2 (CRUTEMZ2v) data. The greatest decline generally
tracks the 0°C and 5°C isotherms, reflecting the strong feedback
between snow and temperature. {Figures 4.2, 4.3}

in stabilising or restraining ice motion than previously
thought. Both oceanic and atmospheric temperatures
appear to contribute to the observed changes. Large
summer warming in the Antarctic Peninsula region very
likely played a role in the subsequent rapid breakup of the
Larsen B Ice Shelf in 2002 by increasing summer melt
water, which drained into crevasses and wedged them
open. Models do not accurately capture all of the physical
processes that appear to be involved in observed iceberg
calving (as in the breakup of Larsen B). {4.6}
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Figure TS.13. (a) Arctic minimum sea ice extent; (b) arctic sea ice
extent anomalies; and (c) antarctic sea ice extent anomalies all for
the period 1979 to 2005. Symbols indicate annual values while
the smooth blue curves show decadal variations (see Appendix
3.A). The dashed lines indicate the linear trends. (a) Results
show a linear trend of -60 + 20 x 103 km? yr-', or approximately
-7.4% per decade. (b) The linear trend is -33 + 7.4 x 103 km?2 yr-1
(equivalent to approximately —2.7% per decade) and is significant
at the 95% confidence level. (c) Antarctic results show a small
positive trend of 5.6 + 9.2 x 103 km?2 yr-1, which is not statistically
significant. {Figures 4.8 and 4.9}
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The Greenland and Antarctic Ice Sheets taken
together have very likely contributed to the sea level rise
of the past decade. It is very likely that the Greenland
Ice Sheet shrunk from 1993 to 2003, with thickening in
central regions more than offset by increased melting
in coastal regions. Whether the ice sheets have been
growing or shrinking over time scales of longer than a
decade is not well established from observations. Lack
of agreement between techniques and the small number
of estimates preclude assignment of best estimates or
statistically rigorous error bounds for changes in ice sheet
mass balances. However, acceleration of outlet glaciers
drains ice from the interior and has been observed in
both ice sheets (see Figure TS.14). Assessment of the
data and techniques suggests a mass balance for the
Greenland Ice Sheet of =50 to —100 Gt yr-! (shrinkage
contributing to raising global sea level by 0.14 to

0.28 mm yr1) during 1993 to 2003, with even larger losses
in 2005. There are greater uncertainties for earlier time
periods and for Antarctica. The estimated range in mass
balance for the Greenland Ice Sheet over the period 1961
to 2003 is between growth of 25 Gt yr-! and shrinkage by
60 Gt yr! (-0.07 to +0.17 mm yr! SLE). Assessment of
all the data yields an estimate for the overall Antarctic Ice
Sheet mass balance ranging from growth of 100 Gt yr!
to shrinkage of 200 Gt yr-! (-0.27 to +0.56 mm yr-! SLE)
from 1961 to 2003, and from +50 to —200 Gt yr-! (-0.14 to
+0.55 mm yr! SLE) from 1993 to 2003. The recent
changes in ice flow are likely to be sufficient to explain
much or all of the estimated antarctic mass imbalance,
with recent changes in ice flow, snowfall and melt
water runoff sufficient to explain the mass imbalance of
Greenland. {4.6, 4.8}
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Figure TS.14. Rates of observed recent surface elevation change for Greenland (left; 1989-2005) and Antarctica (right; 1992-2005). Red
hues indicate a rising surface and blue hues a falling surface, which typically indicate an increase or loss in ice mass at a site, although
changes over time in bedrock elevation and in near-surface density can be important. For Greenland, the rapidly thinning outlet glaciers
Jakobshavn (J), Kangerdlugssuaq (K), Helheim (H) and areas along the southeast coast (SE) are shown, together with their estimated
mass balance vs. time (with K and H combined, in Gt yr-', with negative values indicating loss of mass from the ice sheet to the ocean).
For Antarctica, ice shelves estimated to be thickening or thinning by more than 30 cm yr-' are shown by point-down purple triangles
(thinning) and point-up red triangles (thickening) plotted just seaward of the relevant ice shelves. {Figures 4.17 and 4.19}
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TS.3.3 Changes in the Ocean: Instrumental

Record

The ocean plays an important role in climate and
climate change. The ocean is influenced by mass, energy
and momentum exchanges with the atmosphere. Its
heat capacity is about 1000 times larger than that of the
atmosphere and the ocean’s net heat uptake is therefore
many times greater than that of the atmosphere (see
Figure TS.15). Global observations of the heat taken up
by the ocean can now be shown to be a definitive test
of changes in the global energy budget. Changes in the
amount of energy taken up by the upper layers of the
ocean also play a crucial role for climate variations on
seasonal to interannual time scales, such as El Nifio.
Changes in the transport of heat and SSTs have important
effects upon many regional climates worldwide. Life in
the sea is dependent on the biogeochemical status of the
ocean and is affected by changes in its physical state and
circulation. Changes in ocean biogeochemistry can also
feed back into the climate system, for example, through
changes in uptake or release of radiatively active gases
such as CO,. {5.1, 7.3}
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Figure TS.15. Energy content changes in different components
of the Earth system for two periods (1961-2003 and 1993-2003).
Blue bars are for 1961 to 2003; burgundy bars are for 1993 to
2003. Positive energy content change means an increase in
stored energy (i.e., heat content in oceans, latent heat from
reduced ice or sea ice volumes, heat content in the continents
excluding latent heat from permafrost changes, and latent and
sensible heat and potential and kinetic energy in the atmosphere).
All error estimates are 90% confidence intervals. No estimate of
confidence is available for the continental heat gain. Some of
the results have been scaled from published results for the two
respective periods. {Figure 5.4}

Global mean sea level variations are driven in part
by changes in density, through thermal expansion or
contraction of the ocean’s volume. Local changes in
sea level also have a density-related component due to
temperature and salinity changes. In addition, exchange
of water between oceans and other reservoirs (e.g., ice
sheets, mountain glaciers, land water reservoirs and the
atmosphere) can change the ocean’s mass and hence
contribute to changes in sea level. Sea level change is not
geographically uniform because processes such as ocean
circulation changes are not uniform across the globe (see
Box TS.4). {5.5}

Oceanic variables can be useful for climate change
detection, in particular temperature and salinity changes
below the surface mixed layer where the variability is
smaller and signal-to-noise ratio is higher. Observations
analysed since the TAR have provided new evidence for
changes in global ocean heat content and salinity, sea
level, thermal expansion contributions to sea level rise,
water mass evolution and biogeochemical cycles. {5.5}

78.3.3.1 Changes in Ocean Heat Content and
Circulation

The world ocean has warmed since 1955, accounting
over this period for more than 80% of the changes in
the energy content of the Earth’s climate system. A
total of 7.9 million vertical profiles of ocean temperature
allows construction of improved global time series (see
Figure TS.16). Analyses of the global oceanic heat budget
have been replicated by several independent analysts and
are robust to the method used. Data coverage limitations
require averaging over decades for the deep ocean and
observed decadal variability in the global heat content
is not fully understood. However, inadequacies in the
distribution of data (particularly coverage in the Southern
Ocean and South Pacific) could contribute to the apparent
decadal variations in heat content. During the period 1961
to 2003, the 0 to 3000 m ocean layer has taken up about
14.1 x 1022 J, equivalent to an average heating rate of
0.2 W m2 (per unit area of the Earth’s surface). During
1993 to 2003, the corresponding rate of warming in the
shallower 0 to 700 m ocean layer was higher, about 0.5
+0.18 W m2. Relative to 1961 to 2003, the period 1993
to 2003 had high rates of warming but in 2004 and 2005
there has been some cooling compared to 2003. {5.1-
5.3}

Warming is widespread over the upper 700 m of the
global ocean. The Atlantic has warmed south of45°N. The
warming is penetrating deeper in the Atlantic Ocean Basin
than in the Pacific, Indian and Southern Oceans, due to the
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Figure TS.16. Time series of global ocean heat content (1022 J)
for the 0 to 700 m layer. The three coloured lines are independent
analyses of the oceanographic data. The black and red curves
denote the deviation from their 1961 to 1990 average and the
shorter green curve denotes the deviation from the average of
the black curve for the period 1993 to 2003. The 90% uncertainty
range for the black curve is indicated by the grey shading and for
the other two curves by the error bars. {Figure 5.1}

deep overturning circulation cell that occurs in the North
Atlantic. The SH deep overturning circulation shows little
evidence of change based on available data. However, the
upper layers of the Southern Ocean contribute strongly
to the overall warming. At least two seas at subtropical
latitudes (Mediterranean and Japan/East China Sea) are
warming. While the global trend is one of warming,
significant decadal variations have been observed in the
global time series, and there are large regions where the
oceans are cooling. Parts of the North Atlantic, North
Pacific and equatorial Pacific have cooled over the last 50
years. The changes in the Pacific Ocean show ENSO-like
spatial patterns linked in part to the PDO. {5.2, 5.3}

Parts of the Atlantic meridional overturning
circulation exhibit considerable decadal variability,
but data do not support a coherent trend in the
overturning circulation. {5.3}

7S8.3.3.2 Changes in Ocean Biogeochemistry
and Salinity

The uptake of anthropogenic carbon since 1750 has
led to the ocean becoming more acidic, with an average
decrease in surface pH of 0.1 units.” Uptake of CO, by
the ocean changes its chemical equilibrium. Dissolved

CO, forms a weak acid, so as dissolved CO, increases,
pH decreases (i.e., the ocean becomes more acidic).
The overall pH change is computed from estimates of
anthropogenic carbon uptake and simple ocean models.
Direct observations of pH at available stations for the
last 20 years also show trends of decreasing pH, at a rate
of about 0.02 pH units per decade. Decreasing ocean
pH decreases the depth below which calcium carbonate
dissolves and increases the volume of the ocean that is
undersaturated with respect to the minerals aragonite
(a meta-stable form of calcium carbonate) and calcite,
which are used by marine organisms to build their
shells. Decreasing surface ocean pH and rising surface
temperatures also act to reduce the ocean buffer capacity
for CO, and the rate at which the ocean can take up excess
atmospheric CO,. {5.4, 7.3}

The oxygen concentration of the ventilated
thermocline (about 100 to 1000 m) decreased in most
ocean basins between 1970 and 1995. These changes
may reflect a reduced rate of ventilation linked to
upper-level warming and/or changes in biological
activity. {5.4}

There is now widespread evidence for changes
in ocean salinity at gyre and basin scales in the past
half century (see Figure TS.17) with the near-surface
waters in the more evaporative regions increasing in
salinity in almost all ocean basins. These changes in
salinity imply changes in the hydrological cycle over the
oceans. In the high-latitude regions in both hemispheres,
the surface waters show an overall freshening consistent
with these regions having greater precipitation, although
higher runoff, ice melting, advection and changes in the
meridional overturning circulation may also contribute.
The subtropical latitudes in both hemispheres are
characterised by an increase in salinity in the upper
500 m. The patterns are consistent with a change in the
Earth’s hydrological cycle, in particular with changes in
precipitation and inferred larger water transport in the
atmosphere from low latitudes to high latitudes and from
the Atlantic to the Pacific. {5.2}

78.3.3.3 Changes in Sea Level

Over the 1961 to 2003 period, the average rate
of global mean sea level rise is estimated from tide
gauge data to be 1.8 £ 0.5 mm yr-! (see Figure TS.18).
For the purpose of examining the sea level budget,
best estimates and 5 to 95% confidence intervals are
provided for all land ice contributions. The average

7 Acidity is a measure of the concentration of H+ ions and is reported in pH units, where pH = -log(H+). A pH decrease of 1 unit means a 10-fold increase in the

concentration of H+, or acidity.
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LINEAR TRENDS OF ZONALLY AVERAGED SALINITY tide gauge record indicates that faster

(1955 - 1998)

rates similar to that observed in 1993
to 2003 have occurred in other decades

0 "@‘ 1 ANCTS ‘,1\:,“ RN, o since 1950. {5.5, 9.5}
:. Y ﬁ‘. N {, /A There is high confidence that
100 il - .: -O: \ 0“' ‘ B the rate of sea level rise accelerated
I R ARUEESY SRV Ci] between the mid-19th and the
= 200 ;'o P k o e\ | mid-20th centuries based upon tide
= i "\’-' g i I: 1R 1 gauge and geological data. A recent
g— : ’ L4 .: ,: L\ reconstruction of sea level change back
o 300 ," :'li.\ o I:'. ," i -% to 1870 using the best available tide
] ii.': \ /"I'. H 4 ': § records provides high confidence that
400 ." i :'I‘. ) :‘ - S the rate of sea level rise accelerated over
: //\ I-'i‘\,ﬁ, 0 E 2 the period 1870 to 2000. Geological
500 Il : — L '-: _I/\' — - !" £ observations indicate that during the
80 -60 -40 -20 0 20 60 80 previous 2000 years, sea level change
Latitude was small, with average rates in the range
0.0 to 0.2 mm yr~!. The use of proxy sea
Figure TS.17. Linear trends (1955-1998) of zonally averaged salinity (Practical level data from archacological sources

Salinity Scale) for the World Ocean. The contour interval is 0.01 per decade and
dashed contours are +0.005 per decade. The dark, solid line is the zero contour. Red
shading indicates values equal to or greater than 0.005 per decade and blue shading
indicates values equal to or less than —-0.005 per decade. {Figure 5.5}

is well established in the Mediterranean
and indicates that oscillations in sea level
from about AD 1 to AD 1900 did not
exceed £0.25 m. The available evidence

thermal expansion contribution to sea level rise for indicates that the onset of modern sea level rise started
this period was 0.42 + 0.12 mm yr!, with significant between the mid-19th and mid-20th centuries. {5.5}

decadal variations, while the contribution from glaciers, Precise satellite measurements since 1993 now
ice caps and ice sheets is estimated to have been 0.7 £ provide unambiguous evidence of regional variability
0.5 mm yr! (see Table TS.3). The sum of these of sea level change. In some regions, rates of rise during

estimated climate-related contributions  for
the past four decades thus amounts to 1.1
+ 0.5 mm yr!, which is less than the best
estimate from the tide gauge observations
(similar to the discrepancy noted in the TAR).
Therefore, the sea level budget for 1961 to 2003
has not been closed satisfactorily. {4.8, 5.5}
The global average rate of sea level rise
measured by TOPEX/Poseidon satellite
altimetry during 1993 to 2003 is 3.1 %
0.7 mm yr-1. This observed rate for the recent
period is close to the estimated total of 2.8 +
0.7 mm yr ! for the climate-related contributions
due to thermal expansion (1.6 + 0.5 mm yr')
and changes in land ice (1.2 + 0.4 mm yr ).
Hence, the understanding of the budget has
improved significantly for this recent period,
with the climate contributions constituting the
main factors in the sea level budget (which
is closed to within known errors). Whether
the faster rate for 1993 to 2003 compared to
1961 to 2003 reflects decadal variability or an
increase in the longer-term trend is unclear. The

about this period are up to several times the global mean,
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Figure TS.18. Annual averages of the global mean sea level based on
reconstructed sea level fields since 1870 (red), tide gauge measurements
since 1950 (blue) and satellite altimetry since 1992 (black). Units are in mm
relative to the average for 1961 to 1990. Error bars are 90% confidence
intervals. {Figure 5.13}
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Table TS.3. Contributions to sea level rise based upon observations (left columns) compared to models used in this assessment (right
columns; see Section 9.5 and Appendix 10.A for details). Values are presented for 1993 to 2003 and for the last four decades, including
observed totals. {Adapted from Tables 5.3 and 9.2}

Sea Level Rise (mm yr-1)

50

1961-2003 1993-2003
Sources of Sea Level Rise Observed Modelled Observed Modelled
Thermal expansion 0.42 +£0.12 05+0.2 1.6+0.5 1.5+0.7
Glaciers and ice caps 0.50+0.18 0.5x0.2 0.77 + 0.22 0.7+0.3
Greenland Ice Sheet 0.05 +0.122 0.21 £ 0.072
Antarctic Ice Sheet 0.14 £ 0.41a 0.21 £ 0.352
Sum of individual climate contributions to
sea level rise 1.1+£0.5 1.2+0.5 2.8+0.7 26+0.8
Observed total sea level rise 1.8+0.5 31+07
(tide gauges) (satellite altimeter)

Difference (Observed total minus the sum

) N 0.7+0.7 03+1.0
of observed climate contributions)

Notes:
a prescribed based upon observations (see Section 9.5)

while in other regions sea level is falling. The largest sea
level rise since 1992 has taken place in the western Pacific
and eastern Indian Oceans (see Figure TS.19). Nearly all
of the Atlantic Ocean shows sea level rise during the past
decade, while sea level in the eastern Pacific and western
Indian Oceans has been falling. These temporal and spatial
variations in regional sea level rise are influenced in part
by patterns of coupled ocean-atmosphere variability,
including ENSO and the NAO. The pattern of observed
sea level change since 1992 is similar to the thermal
expansion computed from ocean temperature changes,
but different from the thermal expansion pattern of the last
50 years, indicating the importance of regional decadal
variability. {5.5}

Observations suggest increases in extreme high
water at a broad range of sites worldwide since 1975.
Longer records are limited in space and under-sampled
in time, so a global analysis over the entire 20th century
is not feasible. In many locations, the secular changes
in extremes were similar to those in mean sea level.
At others, changes in atmospheric conditions such as
storminess were more important in determining long-term
trends. Interannual variability in high water extremes was
positively correlated with regional mean sea level, as well
as to indices of regional climate such as ENSO in the
Pacific and NAO in the Atlantic. {5.5}

SEA LEveL CHANGE PATTERNS
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Figure TS.19. (Top) Monthly mean sea level (mm) curve for 1950
to 2000 at Kwajalein (8°44°N, 167°44°E). The observed sea level
(from tide gauge measurements) is in blue, the reconstructed sea
level in red and the satellite altimetry record in green. Annual and
semiannual signals have been removed from each time series and
the tide gauge data have been smoothed. (Bottom) Geographic
distribution of short-term linear trends in mean sea level for 1993
to 2003 (mm yr-') based on TOPEX/Poseidon satellite altimetry.
{Figures 5.15 and 5.18}
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Box TS.4: Sea Level

The level of the sea at the shoreline is determined by many factors that operate over a great range of temporal scales:
hours to days (tides and weather), years to millennia (climate), and longer. The land itself can rise and fall and such regional
land movements need to be accounted for when using tide gauge measurements for evaluating the effect of oceanic
climate change on coastal sea level. Coastal tide gauges indicate that global average sea level rose during the 20th century.
Since the early 1990s, sea level has also been observed continuously by satellites with near-global coverage. Satellite and
tide gauge data agree at a wide range of spatial scales and show that global average sea level has continued to rise during
this period. Sea level changes show geographical variation because of several factors, including the distributions of changes
in ocean temperature, salinity, winds and ocean circulation. Regional sea level is affected by climate variability on shorter
time scales, for instance associated with El Nifio and the NAQ, leading to regional interannual variations which can be much
greater or weaker than the global trend.

Based on ocean temperature observations, the thermal expansion of seawater as it warms has contributed substantially
to sea level rise in recent decades. Climate models are consistent with the ocean observations and indicate that thermal
expansion is expected to continue to contribute to sea level rise over the next 100 years. Since deep ocean temperatures
change only slowly, thermal expansion would continue for many centuries even if atmospheric concentrations of
greenhouse gases were stabilised.

Global average sea level also rises or falls when water is transferred from land to ocean or vice versa. Some human
activities can contribute to sea level change, especially by the extraction of groundwater and construction of reservoirs.
However, the major land store of freshwater is the water frozen in glaciers, ice caps and ice sheets. Sea level was more than
100 m lower during the glacial periods because of the ice sheets covering large parts of the NH continents. The present-day
retreat of glaciers and ice caps is making a substantial contribution to sea level rise. This is expected to continue during the
next 100 years. Their contribution should decrease in subsequent centuries as this store of freshwater diminishes.

The Greenland and Antarctic Ice Sheets contain much more ice and could make large contributions over many centuries.
In recent years the Greenland Ice Sheet has experienced greater melting, which is projected to increase further. In a warmer
climate, models suggest that the ice sheets could accumulate more snowfall, tending to lower sea level. However, in recent
years any such tendency has probably been outweighed by accelerated ice flow and greater discharge observed in some
marginal areas of the ice sheets. The processes of accelerated ice flow are not yet completely understood but could result
in overall net sea level rise from ice sheets in the future.

The greatest climate- and weather-related impacts of sea level are due to extremes on time scales of days and hours,
associated with tropical cyclones and mid-latitude storms. Low atmospheric pressure and high winds produce large
local sea level excursions called ‘storm surges, which are especially serious when they coincide with high tide. Changes
in the frequency of occurrence of these extreme sea levels are affected both by changes in mean sea level and in the
meteorological phenomena causing the extremes. {5.5}

TS.3.4 Consistency Among Observations Both land surface air temperatures and SSTs show

warming. In both hemispheres, land regions have

In this section, variability and trends within and across
different climate variables including the atmosphere,
cryosphere and oceans are examined for consistency based
upon conceptual understanding of physical relationships
between the variables. For example, increases in
temperature will enhance the moisture-holding capacity
of the atmosphere. Changes in temperature and/or
precipitation should be consistent with those evident in
glaciers. Consistency between independent observations
using different techniques and variables provides a key
test of understanding, and hence enhances confidence.
{3.9}

Changes in the atmosphere, cryosphere and ocean
show unequivocally that the world is warming. {3.2,
3.9,4.2,4.4-4.8,5.2,5.5}

warmed at a faster rate than the oceans in the past
few decades, consistent with the much greater thermal
inertia of the oceans. {3.2}

The warming of the climate is consistent with
observed increases in the number of daily warm
extremes, reductions in the number of daily cold
extremes and reductions in the number of frost days at
mid-latitudes. {3.2, 3.8}

Surface air temperature trends since 1979 are now
consistent with those at higher altitudes. It is /ike/y that
there is slightly greater warming in the troposphere than
at the surface, and a higher tropopause, consistent with
expectations from basic physical processes and observed
increases in greenhouse gases together with depletion of
stratospheric ozone. {3.4, 9.4}
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Changes in temperature are broadly consistent
with the observed nearly worldwide shrinkage of the
cryosphere. There have been widespread reductions in
mountain glacier mass and extent. Changes in climate
consistent with warming are also indicated by decreases in
snow cover, snow depth, arctic sea ice extent, permafrost
thickness and temperature, the extent of seasonally frozen
ground and the length of the freeze season of river and
lake ice. {3.2,3.9,4.2-4.5,4.7}

Observations of sea level rise since 1993 are
consistent with observed changes in ocean heat
content and the cryosphere. Sea level rose by 3.1 +
0.7 mm yr! from 1993 to 2003, the period of availability
of global altimetry measurements. During this time, a near
balance was observed between observed total sea level
rise and contributions from glacier, ice cap and ice sheet
retreat together with increases in ocean heat content and
associated ocean expansion. This balance gives increased

Table TS.4. Recent trends, assessment of human influence on trends, and projections of extreme weather and climate events for which
there is evidence of an observed late 20th-century trend. An asterisk in the column headed ‘D’ indicates that formal detection and
attribution studies were used, along with expert judgement, to assess the likelihood of a discernible human influence. Where this is not
available, assessments of likelihood of human influence are based on attribution results for changes in the mean of a variable or changes
in physically related variables and/or on the qualitative similarity of observed and simulated changes, combined with expert judgement.
{3.8,5.5, 9.7, 11.2-11.9; Tables 3.7, 3.8, 9.4}

Likelihood that
trend occurred in late

Likelihood of a
human contribution to

Likelihood of future
trend based on projections

Phenomenon2 and direction

of trend 20th century (typically observed trend for 21st century using
post-1960) SRESP scenarios

Warmer and fewer cold

days and nights over most Very likely© Likely® * Virtually certaine

land areas

Warmer and more frequent

hot days and nights over Very likelyd Likely (nights) e * Virtually certain®

most land areas

Warm spells / heat waves:

Frequency increases over Likely More likely than not Very likely

most land areas

Heavy precipitation events.

Frequency (or proportion of ) . .

total rainfall from heavy falls) Likely More likely than not Very likely

increases over most areas

A ff h Likely i i

/ rea affected by droughts ikely ‘In many regions More likely than not N Likely

increases since 1970s

Intt?n_se _tropical cyclone Likely i.n some regions More likely than not Likely

activity increases since 1970

Increased incidence of

extreme high sea level Likely More likely than not 9 Likelyh

(excludes tsunamis)f

Notes:

a See Table 3.7 for further details regarding definitions.

b SRES refers to the IPCC Special Report on Emission Scenarios. The SRES scenario families and illustrative cases are summarised in a box at the end of
the Summary for Policymakers.

¢ Decreased frequency of cold days and nights (coldest 10%)

d Increased frequency of hot days and nights (hottest 10%)

¢ Warming of the most extreme days/nights each year

f Extreme high sea level depends on average sea level and on regional weather systems. It is defined here as the highest 1% of hourly values of observed
sea level at a station for a given reference period.

9 Changes in observed extreme high sea level closely follow the changes in average sea level {5.5.2.6}. It is very likely that anthropogenic activity contrib-
uted to arise in average sea level. {9.5.2}

hIn all scenarios, the projected global average sea level at 2100 is higher than in the reference period {10.6}. The effect of changes in regional weather
systems on sea level extremes has not been assessed.
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confidence that the observed sea level rise is a strong
indicator of warming. However, the sea level budget is not
balanced for the longer period 1961 to 2003. {5.5, 3.9}
Observations are consistent with physical
understanding regarding the expected linkage
between water vapour and temperature, and with
intensification of precipitation events in a warmer
world. Column and upper-tropospheric water vapour
have increased, providing important support for the

hypothesis of simple physical models that specific
humidity increases in a warming world and represents an
important positive feedback to climate change. Consistent
with rising amounts of water vapour in the atmosphere,
there are widespread increases in the numbers of heavy
precipitation events and increased likelihood of flooding
events in many land regions, even those where there has
been a reduction in total precipitation. Observations of
changes in ocean salinity independently support the view

Box TS.5: Extreme Weather Events

People affected by an extreme weather event (e.g., the extremely hot summer in Europe in 2003, or the heavy rainfall in
Mumbeai, India in July 2005) often ask whether human influences on the climate are responsible for the event. A wide range
of extreme weather events is expected in most regions even with an unchanging climate, so it is difficult to attribute any
individual event to a change in the climate. In most regions, instrumental records of variability typically extend only over
about 150 years, so there is limited information to characterise how extreme rare climatic events could be. Further, several
factors usually need to combine to produce an extreme event, so linking a particular extreme event to a single, specific
cause is problematic. In some cases, it may be possible to estimate the anthropogenic contribution to such changes in the
probability of occurrence of extremes.

However, simple statistical reasoning indicates that substantial changes in the frequency of extreme events (and in the
maximum feasible extreme, e.g., the maximum possible 24-hour rainfall at a specific location) can result from a relatively
small shift of the distribution of a weather or climate variable.

Extremes are the infrequent events at the high and low end of the range of values of a particular variable. The probability
of occurrence of values in this range is called a probability distribution function (PDF) that for some variables is shaped
similarly to a ‘Normal’ or ‘Gaussian’ curve (the familiar ‘bell’ curve). Box TS.5, Figure 1 shows a schematic of a such a PDF
and illustrates the effect a small shift
(corresponding to a small change in the
average or centre of the distribution) can

Increase in mean

YHV-LOM 2002 D0dI®

have on the frequency of extremes at Previous M
either end of the distribution. An increase Climate H%rt.e
in the frequency of one extreme (eg., Weather

Probability of occurrence

the number of hot days) will often be M

Less ore
accompanied by a decline in the opposite Cold Record Hot
extreme (in this case the number of Weather — New Weather
cold days such as frosts). Changes in the \ Climate 4.1

variability or shape of the distribution can
complicate this simple picture.

The IPCC Second Assessment Report
noted that data and analyses of extremes
related to climate change were sparse. By
the time of the TAR, improved monitoring
and data for changes in extremes was
available, and climate models were being analysed to provide projections of extremes. Since the TAR, the observational
basis of analyses of extremes has increased substantially, so that some extremes have now been examined over most
land areas (e.g., daily temperature and rainfall extremes). More models have been used in the simulation and projection
of extremes, and multiple integrations of models with different starting conditions (ensembles) now provide more robust
information about PDFs and extremes. Since the TAR, some climate change detection and attribution studies focussed on
changes in the global statistics of extremes have become available (Table TS.4). For some extremes (e.g., tropical cyclone
intensity), there are still data concerns and/or inadequate models. Some assessments still rely on simple reasoning about
how extremes might be expected to change with global warming (e.g., warming could be expected to lead to more
heat waves). Others rely on qualitative similarity between observed and simulated changes. The assessed likelihood of
anthropogenic contributions to trends is lower for variables where the assessment is based on indirect evidence.

Cold Average

Hot

Box TS.5, Figure 1. Schematic showing the effect on extreme temperatures
when the mean temperature increases, for a normal temperature distribution.
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that the Earth’s hydrologic cycle has changed, in a manner
consistent with observations showing greater precipitation
and river runoff outside the tropics and subtropics, and
increased transfer of freshwater from the ocean to the
atmosphere at lower latitudes. {3.3, 3.4, 3.9, 5.2}
Although precipitation has increased in many areas
of the globe, the area under drought has also increased.
Drought duration and intensity has also increased.
While regional droughts have occurred in the past, the
widespread spatial extent of current droughts is broadly
consistent with expected changes in the hydrologic cycle
under warming. Water vapour increases with increasing
global temperature, due to increased evaporation where
surface moisture is available, and this tends to increase
precipitation. However, increased continental temperatures
are expected to lead to greater evaporation and drying,
which is particularly important in dry regions where
surface moisture is limited. Changes in snowpack, snow
cover and in atmospheric circulation patterns and storm
tracks can also reduce available seasonal moisture, and
contribute to droughts. Changes in SSTs and associated
changes in the atmospheric circulation and precipitation
have contributed to changes in drought, particularly at
low latitudes. The result is that drought has become more
common, especially in the tropics and subtropics, since
the 1970s. In Australia and Europe, direct links to global
warming have been inferred through the extremes in
high temperatures and heat waves accompanying recent
droughts. {3.3, 3.8, 9.5}
TS.3.5 A Palaeoclimatic Perspective
Palaeoclimatic studies make use of measurements of
past change derived from borehole temperatures, ocean
sediment pore-water change and glacier extent changes,
as well as proxy measurements involving the changes in
chemical, physical and biological parameters that reflect
past changes in the environment where the proxy grew or
existed. Palacoclimatic studies rely on multiple proxies so
that results can be cross-verified and uncertainties better
understood. It is now well accepted and verified that
many biological organisms (e.g., trees, corals, plankton,
animals) alter their growth and/or population dynamics
in response to changing climate, and that these climate-
induced changes are well recorded in past growth in
living and dead (fossil) specimens or assemblages of
organisms. Networks of tree ring width and tree ring
density chronologies are used to infer past temperature
changes based on calibration with temporally overlapping
instrumental data. While these methods are heavily used,
there are concerns regarding the distributions of available

measurements, how well these sample the globe, and such
issues as the degree to which the methods have spatial and
seasonal biases or apparent divergence in the relationship
with recent climate change. {6.2}

It is very likely that average NH temperatures
during the second half of the 20th century were
warmer than any other 50-year period in the last
500 years and likely the warmest in at least the past
1300 years. The data supporting these conclusions
are most extensive over summer extratropical land
areas (particularly for the longer time period; see
Figure TS.20). These conclusions are based upon
proxy data such as the width and density of a tree ring,
the isotopic composition of various elements in ice or
the chemical composition of a growth band in corals,
requiring analysis to derive temperature information and
associated uncertainties. Among the key uncertainties
are that temperature and precipitation are difficult
to separate in some cases, or are representative of
particular seasons rather than full years. There are now
improved and expanded data since the TAR, including,
for example, measurements at a larger number of sites,
improved analysis of borehole temperature data and more
extensive analyses of glaciers, corals and sediments.
However, palaecoclimatic data are more limited than the
instrumental record since 1850 in both space and time, so
that statistical methods are employed to construct global
averages, and these are subject to uncertainties as well.
Current data are too limited to allow a similar evaluation
of the SH temperatures prior to the period of instrumental
data. {6.6, 6.7}

Some post-TAR studies indicate greater multi-
centennial NH variability than was shown in the TAR,
due to the particular proxies used and the specific
statistical methods of processing and/or scaling them to
represent past temperatures. The additional variability
implies cooler conditions, predominantly during the 12th
to 14th, the 17th and the 19th centuries; these are likely
linked to natural forcings due to volcanic eruptions and/
or solar activity. For example, reconstructions suggest
decreased solar activity and increased volcanic activity in
the 17th century as compared to current conditions. One
reconstruction suggests slightly warmer conditions in the
11th century than those indicated in the TAR, but within
the uncertainties quoted in the TAR. {6.6}

The ice core CO, record over the past millennium
provides an additional constraint on natural climate
variability. The amplitudes of the pre-industrial, decadal-
scale NH temperature changes from the proxy-based
reconstructions (<1°C) are broadly consistent with the
ice core CO, record and understanding of the strength
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Figure TS.20. (Top) Records of Northern Hemisphere temperature variation during the last 1300 years with 12 reconstructions using
multiple climate proxy records shown in colour and instrumental records shown in black. (Middle and Bottom) Locations of temperature-
sensitive proxy records with data back to AD 1000 and AD 1500 (tree rings: brown triangles; boreholes: black circles; ice corel/ice
boreholes: blue stars; other records including low-resolution records: purple squares). Data sources are given in Table 6.1, Figure 6.10
and are discussed in Chapter 6. {Figures 6.10 and 6.11}
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Box TS.6: Orbital Forcing

It is well known from astronomical calculations that periodic changes in characteristics of the Earth’s orbit around the
Sun control the seasonal and latitudinal distribution of incoming solar radiation at the top of the atmosphere (hereafter
called‘insolation’). Past and future changes in insolation can be calculated over several millions of years with a high degree
of confidence. {6.4}

Precession refers to changes in the time of the year when the Earth is closest to the Sun, with quasi-periodicities of about
19,000 and 23,000 years. As a result, changes in the position and duration of the seasons on the orbit strongly modulate the
latitudinal and seasonal distribution of insolation. Seasonal changes in insolation are much larger than annual mean changes
and can reach 60 W m-2 (Box TS.6, Figure
1).

The obliquity (tilt) of the Earth's axis
varies between about 22° and 24.5° with
two neighbouring quasi-periodicities Milankovitch Cycles T R
of around 41,000 years. Changes in
obliquity modulate seasonal contrasts as
well as annual mean insolation changes
with opposite effects at low vs. high F
latitudes (and therefore no effect on =
global average insolation) {6.4}. -

The eccentricity of the Earth’s orbit
around the Sun has longer quasi-
periodicities at 400,000 years and around
100,000 years. Changes in eccentricity
alone have limited impacts on insolation,
due to the resulting very small changes z
in the distance between the Sun and the
Earth. However, changes in eccentricity
interact with seasonal effects induced

by obliquity and precession of the Box TS.6, Figure 1. Schematic of the Earth’s orbital changes (Milankovitch
equinoxes. During periods of low cycles) that drive the ice age cycles. ‘T’ denotes changes in the tilt (or obliquity)
eccentricity, such as about 400,000 years of the Earth’s axis, ‘E’ denotes changes in the eccentricity of the orbit and ‘P’

denotes precession, that is, changes in the direction of the axis tilt at a given

ago and during the next 100,000 years,
point of the orbit. {FAQ 6.1, Figure 1}

seasonal insolation changes induced
by precession are not as large as during
periods of larger eccentricity (Box TS.6,
Figure 1). {6.4}

The Milankovitch, or ‘orbital’ theory of the ice ages is now well developed. Ice ages are generally triggered by minima
in high-latitude NH summer insolation, enabling winter snowfall to persist through the year and therefore accumulate
to build NH glacial ice sheets. Similarly, times with especially intense high-latitude NH summer insolation, determined
by orbital changes, are thought to trigger rapid deglaciations, associated climate change and sea level rise. These orbital
forcings determine the pacing of climatic changes, while the large responses appear to be determined by strong feedback
processes that amplify the orbital forcing. Over multi-millennial time scales, orbital forcing also exerts a major influence on
key climate systems such as the Earth’s major monsoons, global ocean circulation and the greenhouse gas content of the
atmosphere. {6.4}

Available evidence indicates that the current warming will not be mitigated by a natural cooling trend towards glacial
conditions. Understanding of the Earth’s response to orbital forcing indicates that the Earth would not naturally enter
another ice age for at least 30,000 years. {6.4, FAQ 6.1}
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of the carbon cycle-climate feedback. Atmospheric CO,
and temperature in Antarctica co-varied over the past
650,000 years. Available data suggest that CO, acts as an
amplifying feedback. {6.4, 6.6}

Changes in glaciers are evident in Holocene data,
but these changes were caused by different processes
than the late 20th-century retreat. Glaciers of several
mountain regions in the NH retreated in response to
orbitally forced regional warmth between 11,000 and 5000
years ago, and were smaller than at the end of the 20th
century (or even absent) at times prior to 5000 years ago.
The current near-global retreat of mountain glaciers cannot
be due to the same causes, because decreased summer
insolation during the past few thousand years in the NH
should be favourable to the growth of glaciers. {6.5}

Palaeoclimatic data provide evidence for changes
in many regional climates. The strength and frequency
of ENSO events have varied in past climates. There is
evidence that the strength of the Asian monsoon, and
hence precipitation amount, can change abruptly. The
palaeoclimatic records of northern and eastern Africa

and of North America indicate that droughts lasting
decades to centuries are a recurrent feature of climate in
these regions, so that recent droughts in North America
and northern Africa are not unprecedented. Individual
decadal-resolution palaeoclimatic data sets support the
existence of regional quasi-periodic climate variability,
but it is unlikely that these regional signals were coherent
at the global scale. {6.5, 6.6}

Strong evidence from ocean sediment data
and from modelling links abrupt climate changes
during the last glacial period and glacial-interglacial
transition to changes in the Atlantic Ocean circulation.
Current understanding suggests that the ocean circulation
can become unstable and change rapidly when critical
thresholds are crossed. These events have affected
temperature by up to 16°C in Greenland and have
influenced tropical rainfall patterns. They were probably
associated with a redistribution of heat between the NH
and SH rather than with large changes in global mean
temperature. Such events have not been observed during
the past 8000 years. {6.4}

THE ARcTIC AND THE LAST INTERGLACIAL
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Air Temperature Change
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Figure TS.21. Summer surface air temperature change relative to the present over the Arctic (left) and ice thickness and extent for

Annual Ice Thickness and Extent
at Last Interglacial
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Greenland and western arctic glaciers (right) for the last interglacial, approximately 125,000 years ago, from a multi-model and multi-
proxy synthesis. (Left) A multi-model simulation of summer warming during the last interglacial is overlain by proxy estimates of maximum

summer warming from terrestrial (circles) and marine (diamonds) sites. (Right) Extents and thicknesses of the Greenland Ice Sheet and

western Canadian and Iceland glaciers at their minimum extent during the last interglacial, shown as a multi-model average from three ice

models. Ice core observations indicate ice during the last interglacial at sites (white dots), Renland (R), North Greenland Ice Core Project

(N), Summit (S, GRIP and GISP2) and possibly Camp Century (C), but no ice at sites (black dots): Devon (De) and Agassiz (A).Evidence

for LIG ice at Dye-3 (D, grey dot) is equivocal. {Figure 6.6}
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Confidence in the understanding of past climate
change and changes in orbital forcing is strengthened
by the improved ability of current models to simulate
past climate conditions. The Last Glacial Maximum
(LGM,; the last ‘ice age’ about 21,000 years ago) and the
mid-Holocene (6000 years ago) were different from the
current climate not because of random variability, but
because of altered seasonal and global forcing linked to
known differences in the Earth’s orbit (see Box TS.6).
Biogeochemical and biogeophysical feedbacks amplified
the response to orbital forcings. Comparisons between
simulated and reconstructed conditions in the LGM
demonstrate that models capture the broad features of
inferred changes in the temperature and precipitation
patterns. For the mid-Holocene, coupled climate models
are able to simulate mid-latitude warming and enhanced
monsoons, with little change in global mean temperature
(<0.4°C), consistent with our understanding of orbital
forcing. {6.2, 6.4, 6.5, 9.3}

Global average sea level was likely between 4 and
6 m higher during the last interglacial period, about
125,000 years ago, than during the 20th century, mainly
due to the retreat of polar ice (Figure TS.21). Ice core
data suggest that the Greenland Summit region was ice-
covered during this period, but reductions in the ice sheet
extent are indicated in parts of southern Greenland. Ice core
data also indicate that average polar temperatures at that
time were 3°C to 5°C warmer than the 20th century because
of differences in the Earth’s orbit. The Greenland Ice Sheet
and other arctic ice fields likely contributed no more than
4 m of the observed sea level rise, implying that there may
also have been a contribution from Antarctica. {6.4}

TS.4 Understanding

and Attributing Climate
Change

Attribution evaluates whether observed changes are
consistent with quantitative responses to different forcings
obtained in well-tested models, and are not consistent
with alternative physically plausible explanations. The
first [IPCC Assessment Report (FAR) contained little
observational evidence of a detectable anthropogenic
influence on climate. Six years later, the IPCC Second
Assessment Report (SAR) concluded that the balance
of evidence suggested a discernible human influence on
the climate of the 20th century. The TAR concluded that
‘most of the observed warming over the last 50 years

is likely to have been due to the increase in greenhouse
gas concentrations’. Confidence in the assessment of
the human contributions to recent climate change has
increased considerably since the TAR, in part because
of stronger signals obtained from longer records, and an
expanded and improved range of observations allowing
attribution of warming to be more fully addressed jointly
with other changes in the climate system. Some apparent
inconsistencies in the observational record (e.g., in
the vertical profile of temperature changes) have been
largely resolved. There have been improvements in the
simulation of many aspects of present mean climate and
its variability on seasonal to inter-decadal time scales,
although uncertainties remain (see Box TS.7). Models
now employ more detailed representations of processes
related to aerosol and other forcings. Simulations of 20th-
century climate change have used many more models and
much more complete anthropogenic and natural forcings
than were available for the TAR. Available multi-model
ensembles increase confidence in attribution results
by providing an improved representation of model
uncertainty. An anthropogenic signal has now more
clearly emerged in formal attribution studies of aspects
of the climate system beyond global-scale atmospheric
temperature, including changes in global ocean heat
content, continental-scale temperature trends, temperature
extremes, circulation and arctic sea ice extent. {9.1}
TS.4.1  Advances in Attribution of Changes
in Global-Scale Temperature in the
Instrumental Period: Atmosphere,
Ocean and Ice

Anthropogenic warming of the climate system
is widespread and can be detected in temperature
observations taken at the surface, in the free
atmosphere and in the oceans. {3.2, 3.4, 9.4}

Evidence of the effect of external influences, both
anthropogenic and natural, on the climate system has
continued to accumulate since the TAR. Model and
data improvements, ensemble simulations and improved
representations of aerosol and greenhouse gas forcing
along with other influences lead to greater confidence
that most current models reproduce large-scale forced
variability of the atmosphere on decadal and inter-
decadal time scales quite well. These advances confirm
that past climate variations at large spatial scales have
been strongly influenced by external forcings. However,
uncertainties still exist in the magnitude and temporal
evolution of estimated contributions from individual
forcings other than well-mixed greenhouse gases, due, for
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Box TS.7: Evaluation of Atmosphere-Ocean General Circulation Models

Atmosphere-ocean general circulation models (AOGCM:s) are the primary tool used for understanding and attribution
of past climate variations, and for future projections. Since there are no historical perturbations to radiative forcing that
are fully analogous to the human-induced perturbations expected over the 21st century, confidence in the models must
be built from a number of indirect methods, described below. In each of these areas there have been substantial advances
since the TAR, increasing overall confidence in models. {8.1}

Enhanced scrutiny and analysis of model behaviour has been facilitated by internationally coordinated efforts to collect
and disseminate output from model experiments performed under common conditions. This has encouraged a more
comprehensive and open evaluation of models, encompassing a diversity of perspectives. {8.1}

Projections for different scales and different periods using global climate models. Climate models project the climate for
several decades or longer into the future. Since the details of individual weather systems are not being tracked and forecast,
the initial atmospheric conditions are much less important than for weather forecast models. For climate projections,
the forcings are of much greater importance. These forcings include the amount of solar energy reaching the Earth, the
amount of particulate matter from volcanic eruptions in the atmosphere, and the concentrations of anthropogenic gases
and particles in the atmosphere. As the area of interest moves from global to regional to local, or the time scale of interest
shortens, the amplitude of variability linked to weather increases relative to the signal of long-term climate change. This
makes detection of the climate change signal more difficult at smaller scales. Conditions in the oceans are important as
well, especially for interannual and decadal time scales. {FAQ 1.2, 9.4, 11.1}

Model formulation. The formulation of AOGCMs has developed through improved spatial resolution and improvements
to numerical schemes and parametrizations (e.g., sea ice, atmospheric boundary layer, ocean mixing). More processes have
been included in many models, including a number of key processes important for forcing (e.g., aerosols are now modelled
interactively in many models). Most models now maintain a stable climate without use of flux adjustments, although some
long-term trends remain in AOGCM control integrations, for example, due to slow processes in the ocean. {8.2, 8.3}

Simulation of present climate. As a result of improvements in model formulation, there have been improvements in the
simulation of many aspects of present mean climate. Simulations of precipitation, sea level pressure and surface temperature
have each improved overall, but deficiencies remain, notably in tropical precipitation. While significant deficiencies remain
in the simulation of clouds (and corresponding feedbacks affecting climate sensitivity), some models have demonstrated
improvements in the simulation of certain cloud regimes (notably marine stratocumulus). Simulation of extreme events
(especially extreme temperature) has improved, but models generally simulate too little precipitation in the most extreme
events. Simulation of extratropical cyclones has improved. Some models used for projections of tropical cyclone changes
can simulate successfully the observed frequency and distribution of tropical cyclones. Improved simulations have been
achieved for ocean water mass structure, the meridional overturning circulation and ocean heat transport. However most
models show some biases in their simulation of the Southern Ocean, leading to some uncertainty in modelled ocean heat
uptake when climate changes. {8.3, 8.5, 8.6}

Simulation of modes of climate variability. Models simulate dominant modes of extratropical climate variability that
resemble the observed ones (NAM/SAM, PNA, PDO) but they still have problems in representing aspects of them. Some
models can now simulate important aspects of ENSO, while simulation of the Madden-Julian Oscillation remains generally
unsatisfactory. {8.4}

Simulation of past climate variations. Advances have been made in the simulation of past climate variations.
Independently of any attribution of those changes, the ability of climate models to provide a physically self-consistent
explanation of observed climate variations on various time scales builds confidence that the models are capturing many
key processes for the evolution of 21st-century climate. Recent advances include success in modelling observed changes
in a wider range of climate variables over the 20th century (e.g., continental-scale surface temperatures and extremes, sea
ice extent, ocean heat content trends and land precipitation). There has also been progress in the ability to model many of
the general features of past, very different climate states such as the mid-Holocene and the LGM using identical or related
models to those used for studying current climate. Information on factors treated as boundary conditions in palaeoclimate
calculations include the different states of ice sheets in those periods. The broad predictions of earlier climate models,
of increasing global temperatures in response to increasing greenhouse gases, have been borne out by subsequent
observations. This strengthens confidence in near-term climate projections and understanding of related climate change
commitments. {6.4, 6.5, 8.1, 9.3-9.5} (continued)
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Weather and seasonal prediction using climate models. A few climate models have been tested for (and shown)
capability in initial value prediction, on time scales from weather forecasting (a few days) to seasonal climate variations,
when initialised with appropriate observations. While the predictive capability of models in this mode of operation does
not necessarily imply that they will show the correct response to changes in climate forcing agents such as greenhouse
gases, it does increase confidence that they are adequately representing some key processes and teleconnections in the

climate system. {8.4}

Measures of model projection accuracy. The possibility of developing model capability measures (‘metrics’), based on
the above evaluation methods, that can be used to narrow uncertainty by providing quantitative constraints on model
climate projections, has been explored for the first time using model ensembles. While these methods show promise, a

proven set of measures has yet to be established. {8.1, 9.6, 10.5}

example, to uncertainties in model responses to forcing.
Some potentially important forcings such as black
carbon aerosols have not yet been considered in most
formal detection and attribution studies. Uncertainties
remain in estimates of natural internal climate variability.
For example, there are discrepancies between estimates
of ocean heat content variability from models and
observations, although poor sampling of parts of the
world ocean may explain this discrepancy. In addition,
internal variability is difficult to estimate from available
observational records since these are influenced by
external forcing, and because records are not long enough
in the case of instrumental data, or precise enough in
the case of proxy reconstructions, to provide complete
descriptions of variability on decadal and longer time
scales (see Figure TS.22 and Box TS.7). {8.2-8.4, 8.6,
9.2-9.4}

Itis extremely unlikely (<5%) that the global pattern
of warming observed during the past half century can
be explained without external forcing. These changes
took place over a time period when non-anthropogenic
forcing factors (i.e., the sum of solar and volcanic forcing)
would be likely to have produced cooling, not warming
(see Figure TS.23). Attribution studies show that it is
very likely that these natural forcing factors alone cannot
account for the observed warming (see Figure TS.23).
There is also increased confidence that natural internal
variability cannot account for the observed changes, due in
part to improved studies demonstrating that the warming
occurred in both oceans and atmosphere, together with
observed ice mass losses. {2.9,3.2,5.2,9.4,9.5,9.7}

It is very likely that anthropogenic greenhouse
gas increases caused most of the observed increase
in global average temperatures since the mid-20th
century. Without the cooling effect of atmospheric
aerosols, it is likely that greenhouse gases alone would
have caused a greater global mean temperature rise
than that observed during the last 50 years. A key

factor in identifying the aerosol fingerprint, and therefore
the amount of cooling counteracting greenhouse warming,
is the temperature change through time (see Figure
TS.23), as well as the hemispheric warming contrast.
The conclusion that greenhouse gas forcing has been
dominant takes into account observational and forcing
uncertainties, and is robust to the use of different climate
models, different methods for estimating the responses to
external forcing and different analysis techniques. It also
allows for possible amplification of the response to solar
forcing. {2.9, 6.6,9.1,9.2, 9.4}

Widespread warming has been detected in ocean
temperatures. Formal attribution studies now suggest
that it is /ikely that anthropogenic forcing has contributed
to the observed warming of the upper several hundred
metres of the global ocean during the latter half of the
20th century. {5.2, 9.5}

Anthropogenic forcing has likely contributed to
recent decreases in arctic sea ice extent. Changes in
arctic sea ice are expected given the observed enhanced
arctic warming. Attribution studies and improvements
in the modelled representation of sea ice and ocean heat
transport strengthen the confidence in this conclusion.
{3.3,4.4,8.2,8.3,9.5}

It is very likely that the response to anthropogenic
forcing contributed to sea level rise during the latter
half of the 20th century, but decadal variability in
sea level rise remains poorly understood. Modelled
estimates of the contribution to sea level rise from
thermal expansion are in good agreement with estimates
based on observations during 1961 to 2003, although the
budget for sea level rise over that interval is not closed.
The observed increase in the rate of loss of mass from
glaciers and ice caps is proportional to the global average
temperature rise, as expected qualitatively from physical
considerations (see Table TS.3). The greater rate of sea
level rise in 1993 to 2003 than in 1961 to 2003 may be
linked to increasing anthropogenic forcing, which has
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Figure TS.22. Comparison of observed continental- and global-scale changes in surface temperature with results simulated by climate
models using natural and anthropogenic forcings. Decadal averages of observations are shown for the period 1906 to 2005 (black line)
plotted against the centre of the decade and relative to the corresponding average for 1901 to 1950. Lines are dashed where spatial
coverage is less than 50%. Blue shaded bands show the 5% to 95% range for 19 simulations from 5 climate models using only the natural
forcings due to solar activity and volcanoes. Red shaded bands show the 5% to 95% range for 58 simulations from 14 climate models
using both natural and anthropogenic forcings. Data sources and models used are described in Section 9.4, FAQ 9.2, Table 8.1 and the

supplementary information for Chapter 9. {FAQ 9.2, Figure 1}

likely contributed to the observed warming of the upper
ocean and widespread glacier retreat. On the other hand,
the tide gauge record of global mean sea level suggests
that similarly large rates may have occurred in previous
10-year periods since 1950, implying that natural internal
variability could also be a factor in the high rates for 1993
to 2003 period. Observed decadal variability in the tide
gauge record is larger than can be explained by variability
in observationally based estimates of thermal expansion

and land ice changes. Further, the observed decadal
variability in thermal expansion is larger than simulated by
models for the 20th century. Thus, the physical causes of
the variability seen in the tide gauge record are uncertain.
These unresolved issues relating to sea level change and
its decadal variability during 1961 to 2003 make it unclear
how much of the higher rate of sea level rise in 1993 to
2003 is due to natural internal variability and how much
to anthropogenic climate change. {5.5, 9.5}
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TS.4.2 Attribution of Spatial and Temporal

Changes in Temperature

The observed pattern of tropospheric warming and
stratospheric cooling is very likely due to the influence
of anthropogenic forcing, particularly that due to
greenhouse gas increases and stratospheric ozone
depletion. New analyses since the TAR show that this
pattern corresponds to an increase in the height of the
tropopause that is likely due largely to greenhouse gas
and stratospheric ozone changes. Significant uncertainty
remains in the estimation of tropospheric temperature
trends, particularly from the radiosonde record. {3.2, 3.4,
9.4}

It is likely that there has been a substantial
anthropogenic contribution to surface temperature
increases averaged over every continent except
Antarctica since the middle of the 20th century.
Antarctica has insufficient observational coverage to
make an assessment. Anthropogenic warming has also
been identified in some sub-continental land areas.
The ability of coupled climate models to simulate the
temperature evolution on each of six continents provides
stronger evidence of human influence on the global
climate than was available in the TAR. No coupled
global climate model that has used natural forcing only
has reproduced the observed global mean warming trend,
or the continental mean warming trends in individual
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continents (except Antarctica) over the second half of the
20th century. {9.4}

Difficulties remain in attributing temperature
changes at smaller than continental scales and over
time scales of less than 50 years. Attribution results
at these scales have, with limited exceptions, not been
established. Averaging over smaller regions reduces the
natural variability less than does averaging over large
regions, making it more difficult to distinguish between
changes expected from external forcing and variability.
In addition, temperature changes associated with some
modes of variability are poorly simulated by models in
some regions and seasons. Furthermore, the small-scale

details of external forcing and the response simulated by
models are less credible than large-scale features. {8.3,
9.4}

Surface temperature extremes have likely been
affected by anthropogenic forcing. Many indicators
of extremes, including the annual numbers and most
extreme values of warm and cold days and nights, as well
as numbers of frost days, show changes that are consistent
with warming. Anthropogenic influence has been detected
in some of these indices, and there is evidence that
anthropogenic forcing may have substantially increased
the risk of extremely warm summer conditions regionally,
such as the 2003 European heat wave. {9.4}

DecemBER - FEBRUARY SEA LEvEL PRESSURE TRENDS
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Figure TS.24. December through February sea level pressure trends based on decadal means for the period 1955 to 2005. (Top) Trends

estimated from an observational data set and displayed in regions where there is observational coverage. (Bottom) Mean trends simulated

in response to natural and anthropogenic forcing changes in eight coupled models. The model-simulated trends are displayed only where
observationally based trends are displayed. Streamlines, which are not masked, indicate the direction of the trends in the geostrophic
wind derived from the trends in sea level pressure, and the shading of the streamlines indicates the magnitude of the change, with
darker streamlines corresponding to larger changes in geostrophic wind. Data sources and models are described in Chapter 9 and its
supplementary material, and Table 8.1 provides model details. {Figure 9.16}
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TS.4.3 Attribution of Changes in Circulation,
Precipitation and Other Climate

Variables

Trends in the Northern and Southern Annular
Modes over recent decades, which correspond to sea
level pressure reductions over the poles and related
changes in atmospheric circulation, are likely related
in part to human activity (see Figure TS.24). Models
reproduce the sign of the NAM trend, but the simulated
response is smaller than observed. Models including
both greenhouse gas and stratospheric ozone changes
simulate a realistic trend in the SAM, leading to a
detectable human influence on global sea level pressure
that is also consistent with the observed cooling trend in
surface climate over parts of Antarctica. These changes
in hemispheric circulation and their attribution to human
activity imply that anthropogenic effects have likely
contributed to changes in mid- and high-latitude patterns
of circulation and temperature, as well as changes in
winds and storm tracks. However, quantitative effects are
uncertain because simulated responses to 20th century
forcing change for the NH agree only qualitatively and
not quantitatively with observations of these variables.
{3.6,9.5,10.3}

There is some evidence of the impact of external
influences on the hydrological cycle. The observed large-
scale pattern of changes in land precipitation over the
20th century is qualitatively consistent with simulations,
suggestive of a human influence. An observed global
trend towards increases in drought in the second half of
the 20th century has been reproduced with a model by
taking anthropogenic and natural forcing into account. A
number of studies have now demonstrated that changes in
land use, due for example to overgrazing and conversion
of woodland to agriculture, are unlikely to have been
the primary cause of Sahelian and Australian droughts.
Comparisons between observations and models suggest
that changes in monsoons, storm intensities and Sahelian
rainfall are related at least in part to changes in observed
SSTs. Changes in global SSTs are expected to be affected
by anthropogenic forcing, but an association of regional
SST changes with forcing has not been established.
Changes in rainfall depend not just upon SSTs but also
upon changes in the spatial and temporal SST patterns
and regional changes in atmospheric circulation, making
attribution to human influences difficult. {3.3, 9.5, 10.3,
11.2}

TS.4.4 Palaeoclimate Studies of Attribution

It is very likely that climate changes of at least
the seven centuries prior to 1950 were not due to
unforced variability alone. Detection and attribution
studies indicate that a substantial fraction of pre-industrial
NH inter-decadal temperature variability contained in
reconstructions for those centuries is very likely attributable
to natural external forcing. Such forcing includes episodic
cooling due to known volcanic eruptions, a number of
which were larger than those of the 20th century (based
on evidence such as ice cores), and long-term variations
in solar irradiance, such as reduced radiation during the
Maunder Minimum. Further, it is /ikely that anthropogenic
forcing contributed to the early 20th-century warming
evident in these records. Uncertainties are unlikely
to lead to a spurious agreement between temperature
reconstructions and forcing reconstructions as they are
derived from independent proxies. Insufficient data are
available to make a similar SH evaluation. {6.6, 9.3}
TS.4.5 Climate Response to Radiative
Forcing

Specification of a likely range and a most likely
value for equilibrium climate sensitivity? in this report
represents significant progress in quantifying the
climate system response to radiative forcing since the
TAR and an advance in challenges to understanding
that have persisted for over 30 years. A range for
equilibrium climate sensitivity — the equilibrium global
average warming expected if CO, concentrations were to
be sustained at double their pre-industrial values (about
550 ppm) — was given in the TAR as between 1.5°C and
4.5°C. It has not been possible previously to provide a
best estimate or to estimate the probability that climate
sensitivity might fall outside that quoted range. Several
approaches are used in this assessment to constrain climate
sensitivity, including the use of AOGCMSs, examination
of the transient evolution of temperature (surface, upper
air and ocean) over the last 150 years and examination
of the rapid response of the global climate system to
changes in the forcing caused by volcanic eruptions (see
Figure TS.25). These are complemented by estimates
based upon palacoclimate studies such as reconstructions
of the NH temperature record of the past millennium and
the LGM. Large ensembles of climate model simulations
have shown that the ability of models to simulate present
climate has value in constraining climate sensitivity. {8.1,
8.6, 9.6, Box 10.2}

8 See the Glossary for a detailed definition of climate sensitivity.
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Analysis of models together with constraints from
observations suggest that the equilibrium climate
sensitivity is likely to be in the range 2°C to 4.5°C,
with a best estimate value of about 3°C. It is very
unlikely to be less than 1.5°C. Values substantially
higher than 4.5°C cannot be excluded, but agreement with
observations is not as good for those values. Probability
density functions derived from different information and
approaches generally tend to have a long tail towards high
values exceeding 4.5°C. Analysis of climate and forcing
evolution over previous centuries and model ensemble
studies do not rule out climate sensitivity being as high as
6°C or more. One factor in this is the possibility of small net
radiative forcing over the 20th century if aerosol indirect
cooling effects were at the upper end of their uncertainty
range, thus cancelling most of the positive forcing due to
greenhouse gases. However, there is no well-established
way of estimating a single probability distribution
function from individual results taking account of the
different assumptions in each study. The lack of strong
constraints limiting high climate sensitivities prevents the
specification of a 95th percentile bound or a very likely
range for climate sensitivity. {Box 10.2}

There is now increased confidence in the
understanding of key climate processes that are
important to climate sensitivity due to improved
analyses and comparisons of models to one another
and to observations. Water vapour changes dominate
the feedbacks affecting climate sensitivity and are now
better understood. New observational and modelling
evidence strongly favours a combined water vapour-lapse
rate’ feedback of around the strength found in General
Circulation Models (GCMs), that is, approximately
I W m?2 per degree global temperature increase,
corresponding to about a 50% amplification of global
mean warming. Such GCMs have demonstrated an ability
to simulate seasonal to inter-decadal humidity variations
in the upper troposphere over land and ocean, and have
successfully simulated the observed surface temperature
and humidity changes associated with volcanic eruptions.
Cloud feedbacks (particularly from low clouds) remain
the largest source of uncertainty. Cryospheric feedbacks
such as changes in snow cover have been shown to
contribute less to the spread in model estimates of climate
sensitivity than cloud or water vapour feedbacks, but they
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Figure TS.25. Cumulative distributions of climate sensitivity derived from observed 20th-century warming (red), model climatology (blue),
proxy evidence (cyan) and from climate sensitivities of AOGCMs (green). Horizontal lines and arrows mark the boundaries of the likelihood
estimates defined in the IPCC Fourth Assessment Uncertainty Guidance Note (see Box TS.1). {Box 10.2, Figures 1 and 2}

9 The rate at which air temperature decreases with altitude.
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can be important for regional climate responses at mid-
and high latitudes. A new model intercomparison suggests
that differences in radiative transfer formulations also
contribute to the range. {3.4, 8.6, 9.3, 9.4, 9.6, 10.2, Box
10.2}

Improved quantification of climate sensitivity allows
estimation of best estimate equilibrium temperatures
and ranges that could be expected if concentrations
of CO, were to be stabilised at various levels based
on global energy balance considerations (see Table
TS.5). As in the estimate of climate sensitivity, a very
likely upper bound cannot be established. Limitations to
the concept of radiative forcing and climate sensitivity
should be noted. Only a few AOGCMs have been run
to equilibrium under elevated CO, concentrations, and
some results show that climate feedbacks may change
over long time scales, resulting in substantial deviations
from estimates of warming based on equilibrium climate
sensitivity inferred from mixed layer ocean models and
past climate change. {10.7}

Agreement among models for projected transient
climate change has also improved since the TAR. The
range of transient climate responses (defined as the
global average surface air temperature averaged over a
20-year period centred at the time of CO, doubling in a
1% yr-!increase experiment) among models is smaller
than the range in the equilibrium climate sensitivity.
This parameter is now better constrained by multi-
model ensembles and comparisons with observations;
it is very likely to be greater than 1°C and very unlikely
to be greater than 3°C. The transient climate response

Table TS.5. Best estimate, likely ranges and very likely lower
bounds of global mean equilibrium surface temperature increase
(°C) over pre-industrial temperatures for different levels of
CO,-equivalent radiative forcing, as derived from the climate
sensitivity.

Temperature Increase (°C)

Equilibrium
CO,-eq Best Very Likely Likely in the
(ppm) Estimate Above Range
350 1.0 0.5 0.6-1.4
450 2.1 1.0 1.4-3.1
550 29 1.5 1.9-4.4
650 3.6 1.8 2.4-55
750 4.3 2.1 2.8-6.4
1000 5.5 2.8 3.7-8.3
1200 6.3 3.1 4.2-9.4

is related to sensitivity in a nonlinear way such that high
sensitivities are not immediately manifested in the short-
term response. Transient climate response is strongly
affected by the rate of ocean heat uptake. Although the
ocean models have improved, systematic model biases
and limited ocean temperature data to evaluate transient
ocean heat uptake affect the accuracy of current estimates.
{8.3,8.6,9.4,9.6,10.5}

TS.5 Projections of Future

Changes in Climate

Since the TAR, there have been many important
advances in the science of climate change projections.
An unprecedented effort has been initiated to make new
model results available for prompt scrutiny by researchers
outside of the modelling centres. A set of coordinated,
standard experiments was performed by 14 AOGCM
modelling groups from 10 countries using 23 models. The
resulting multi-model database of outputs, analysed by
hundreds of researchers worldwide, forms the basis for
much of this assessment of model results. Many advances
have come from the use of multi-member ensembles from
single models (e.g., to test the sensitivity of response
to initial conditions) and from multi-model ensembles.
These two different types of ensembles allow more robust
studies of the range of model results and more quantitative
model evaluation against observations, and provide new
information on simulated statistical variability. {8.1, 8.3,
9.4,9.5,10.1}

A number of methods for providing probabilistic
climate change projections, both for global means and
geographical depictions, have emerged since the TAR and
are a focus of this report. These include methods based on
results of AOGCM ensembles without formal application
of observational constraints as well as methods based
on detection algorithms and on large model ensembles
that provide projections consistent with observations of
climate change and their uncertainties. Some methods
now explicitly account for key uncertainty sources such
as climate feedbacks, ocean heat uptake, radiative forcing
and the carbon cycle. Short-term projections are similarly
constrained by observations of recent trends. Some studies
have probed additional probabilistic issues, such as the
likelihood of future changes in extremes such as heat
waves that could occur due to human influences. Advances
have also occurred since the TAR through broader ranges
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of studies of committed climate change and of carbon-
climate feedbacks. {8.6, 9.6, 10.1, 10.3, 10.5}

These advances in the science of climate change
modelling provide a probabilistic basis for distinguishing
projections of climate change for different SRES marker
scenarios. This is in contrast to the TAR where ranges
for different marker scenarios could not be given in
probabilistic terms. As a result, this assessment identifies
and quantifies the difference in character between
uncertainties that arise in climate modelling and those that
arise from a lack of prior knowledge of decisions that will
affect greenhouse gas emissions. A loss of policy-relevant
information would result from combining probabilistic
projections. For these reasons, projections for different
emission scenarios are not combined in this report.

Model simulations used here consider the response
of the physical climate system to a range of possible
future conditions through use of idealised emissions or
concentration assumptions. These include experiments
with greenhouse gases and aerosols held constant at year

2000 levels, CO, doubling and quadrupling experiments,
SRES marker scenarios for the 2000 to 2100 period,
and experiments with greenhouse gases and aerosols
held constant after 2100, providing new information on
the physical aspects of long-term climate change and
stabilisation. The SRES scenarios did not include climate
initiatives. This Working Group I assessment does not
evaluate the plausibility or likelihood of any specific
emission scenario. {10.1, 10.3}

Anew multi-model data set using Earth System Models
of Intermediate Complexity (EMICs) complements
AOGCM experiments to extend the time horizon for
several more centuries in the future. This provides a
more comprehensive range of model responses in this
assessment as well as new information on climate change
over long time scales when greenhouse gas and aerosol
concentrations are held constant. Some AOGCMs and
EMICs contain prognostic carbon cycle components,
which permit estimation of the likely effects and associated
uncertainties of carbon cycle feedbacks. {10.1}

Box TS.8: Hierarchy of Global Climate Models

Estimates of change in global mean temperature and sea level rise due to thermal expansion can be made using
Simple Climate Models (SCMs) that represent the ocean-atmosphere system as a set of global or hemispheric boxes, and
predict global surface temperature using an energy balance equation, a prescribed value of climate sensitivity and a basic
representation of ocean heat uptake. Such models can also be coupled to simplified models of biogeochemical cycles and
allow rapid estimation of the climate response to a wide range of emission scenarios. {8.8, 10.5}

Earth System Models of Intermediate Complexity (EMICs) include some dynamics of the atmospheric and oceanic
circulations, or parametrizations thereof, and often include representations of biogeochemical cycles, but they commonly
have reduced spatial resolution. These models can be used to investigate continental-scale climate change and long-term,
large-scale effects of coupling between Earth system components using large ensembles of model runs or runs over many
centuries. For both SCMs and EMICs it is computationally feasible to sample parameter spaces thoroughly, taking account
of parameter uncertainties derived from tuning to more comprehensive climate models, matching observations and use
of expert judgment. Thus, both types of model are well suited to the generation of probabilistic projections of future
climate and allow a comparison of the ‘response uncertainty’ arising from uncertainty in climate model parameters with
the ‘scenario range’ arising from the range of emission scenarios being considered. Earth System Models of Intermediate
Complexity have been evaluated in greater depth than previously and intercomparison exercises have demonstrated that
they are useful for studying questions involving long time scales or requiring large ensembles of simulations. {8.8, 10.5,
10.7}

The most comprehensive climate models are the AOGCMs. They include dynamical components describing atmospheric,
oceanic and land surface processes, as well as sea ice and other components. Much progress has been made since the
TAR (see Box TS.7), and there are over 20 models from different centres available for climate simulations. Although the
large-scale dynamics of these models are comprehensive, parametrizations are still used to represent unresolved physical
processes such as the formation of clouds and precipitation, ocean mixing due to wave processes and the formation of
water masses, etc. Uncertainty in parametrizations is the primary reason why climate projections differ between different
AOGCMs. While the resolution of AOGCM s is rapidly improving, it is often insufficient to capture the fine-scale structure of
climatic variables in many regions. In such cases, the output from AOGCMs can be used to drive limited-area (or regional
climate) models that combine the comprehensiveness of process representations comparable to AOGCMs with much
higher spatial resolution. {8.2}

67



Technical Summary

68

TS.5.1  Understanding Near-Term Climate

Change

Knowledge of the climate system together with
model simulations confirm that past changes in
greenhouse gas concentrations will lead to a committed
warming (see Box TS.9 for a definition) and future
climate change. New model results for experiments in
which concentrations of all forcing agents were held
constant provide better estimates of the committed changes
in atmospheric variables that would follow because of the
long response time of the climate system, particularly the
oceans. {10.3, 10.7}

Previous IPCC projections of future -climate
changes can now be compared to recent observations,
increasing confidence in short-term projections and
the underlying physical understanding of committed
climate change over a few decades. Projections for 1990
to 2005 carried out for the FAR and the SAR suggested
global mean temperature increases of about 0.3°C
and 0.15°C per decade, respectively.l0 The difference
between the two was due primarily to the inclusion of
aerosol cooling effects in the SAR, whereas there was no
quantitative basis for doing so in the FAR. Projections
given in the TAR were similar to those of the SAR.
These results are comparable to observed values of about
0.2°C per decade, as shown in Figure TS.26, providing
broad confidence in such short-term projections. Some of
this warming is the committed effect of changes in the
concentrations of greenhouse gases prior to the times of
those earlier assessments. {1.2, 3.2}

Committed climate change (see Box TS.9) due to
atmospheric composition in the year 2000 corresponds
to a warming trend of about 0.1°C per decade over the
next two decades, in the absence of large changes in
volcanic or solar forcing. About twice as much warming
(0.2°C per decade) would be expected if emissions were
to fall within the range of the SRES marker scenarios.
This result is insensitive to the choice among the SRES
marker scenarios, none of which considered climate
initiatives. By 2050, the range of expected warming shows
limited sensitivity to the choice among SRES scenarios
(1.3°Cto 1.7°C relative to 1980—-1999) with about a quarter
being due to the committed climate change if all radiative
forcing agents were stabilised today. {10.3, 10.5, 10.7}

Sea level is expected to continue to rise over the
next several decades. During 2000 to 2020 under the
SRES AIB scenario in the ensemble of AOGCMs,
the rate of thermal expansion is projected to be 1.3 +
0.7 mm yr!, and is not significantly different under the
A2 or Bl scenarios. These projected rates are within
the uncertainty of the observed contribution of thermal
expansion for 1993 to 2003 of 1.6 £ 0.6 mm yr-!. The
ratio of committed thermal expansion, caused by constant
atmospheric composition at year 2000 values, to total
thermal expansion (that is the ratio of expansion occurring
after year 2000 to that occurring before and after) is larger
than the corresponding ratio for global average surface
temperature. {10.6, 10.7}

Box TS.9: Committed Climate Change

If the concentrations of greenhouse gases and aerosols were held fixed after a period of change, the climate system
would continue to respond due to the thermal inertia of the oceans and ice sheets and their long time scales for adjustment.
‘Committed warming'is defined here as the further change in global mean temperature after atmospheric composition, and
hence radiative forcing, is held constant. Committed change also involves other aspects of the climate system, in particular
sea level. Note that holding concentrations of radiatively active species constant would imply that ongoing emissions
match natural removal rates, which for most species would be equivalent to a large reduction in emissions, although the
corresponding model experiments are not intended to be considered as emission scenarios. {FAQ 10.3}

The troposphere adjusts to changes in its boundary conditions over time scales shorter than a month or so. The upper
ocean responds over time scales of several years to decades, and the deep ocean and ice sheet response time scales are from
centuries to millennia. When the radiative forcing changes, internal properties of the atmosphere tend to adjust quickly.
However, because the atmosphere is strongly coupled to the oceanic mixed layer, which in turn is coupled to the deeper
oceanic layer, it takes a very long time for the atmospheric variables to come to an equilibrium. During the long periods
where the surface climate is changing very slowly, one can consider that the atmosphere is in a quasi-equilibrium state, and
most energy is being absorbed by the ocean, so that ocean heat uptake is a key measure of climate change. {10.7}

10 See IPCC First Assessment Report, Policymakers Summary, and Second Assessment Report, Technical Summary, Figure 18.
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Figure TS.26. Model projections of global mean warming compared to observed warming. Observed temperature anomalies, as in Figure
TS.6, are shown as annual (black dots) and decadal average values (black line). Projected trends and their ranges from the IPCC First
(FAR) and Second (SAR) Assessment Reports are shown as green and magenta solid lines and shaded areas, and the projected range
from the TAR is shown by vertical blue bars. These projections were adjusted to start at the observed decadal average value in 1990.
Multi-model mean projections from this report for the SRES B1, A1B and A2 scenarios, as in Figure TS.32, are shown for the period
2000 to 2025 as blue, green and red curves with uncertainty ranges indicated against the right-hand axis. The orange curve shows model
projections of warming if greenhouse gas and aerosol concentrations were held constant from the year 2000 - that is, the committed

warming. {Figures 1.1 and 10.4}

TS.5.2 Large-Scale Projections for the

21st Century

This section covers advances in understanding global-
scale climate projections and the processes that will
influence their large-scale patterns in the 21st century.
More specific discussion of regional-scale changes
follows in TS.5.3.

Projected global average surface warming for
the end of the 21st century (2090-2099) is scenario-
dependent and the actual warming will be significantly
affected by the actual emissions that occur. Warmings
compared to 1980 to 1999 for six SRES scenarios!!
and for constant year 2000 concentrations, given
as best estimates and corresponding likely ranges,

are shown in Table TS.6. These results are based on
AOGCMs, observational constraints and other methods
to quantify the range of model response (see Figure
TS.27). The combination of multiple lines of evidence
allows likelihoods to be assigned to the resulting ranges,
representing an important advance since the TAR. {10.5}

Assessed uncertainty ranges are larger than those
given in the TAR because they consider a more
complete range of models and climate-carbon cycle
feedbacks. Warming tends to reduce land and ocean
uptake of atmospheric CO,, increasing the fraction of
anthropogenic emissions that remains in the atmosphere.
For the A2 scenario for example, the CO, feedback
increases the corresponding global average warming in
2100 by more than 1°C. {7.3, 10.5}

11 Approximate CO, equivalent concentrations corresponding to the computed radiative forcing due to anthropogenic greenhouse gases and aerosols in 2100 (see
p. 823 of the TAR) for the SRES B1, A1T, B2, A1B, A2 and A1Fl illustrative marker scenarios are about 600, 700, 800, 850, 1,250 and 1,550 ppm respectively.
Constant emission at year 2000 levels would lead to a concentration for CO, alone of about 520 ppm by 2100.
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Table TS.6. Projected global average surface warming and sea level rise at the end of the 21st century. {10.5, 10.6, Table 10.7}

Temperature Change
(°C at 2090-2099 relative to 1980-1999) 2

Best
estimate

Constant Year 2000

concentrations P 0.6
B1 scenario 1.8
A1T scenario 2.4
B2 scenario 2.4
A1B scenario 2.8
A2 scenario 3.4
A1FI scenario 4.0

Sea Level Rise
(m at 2090-2099 relative to 1980-1999)

Model-based range

Likely excluding future rapid dynamical
range changes in ice flow

0.3-0.9 NA

1.1-2.9 0.18-0.38

1.4-3.8 0.20-0.45

1.4-3.8 0.20-0.43

1.7-44 0.21-0.48

20-54 0.23-0.51

24-6.4 0.26 - 0.59

Notes:

aThese estimates are assessed from a hierarchy of models that encompass a simple climate model, several Earth Models of Intermediate Complexity (EMICs), and a

large number of Atmosphere-Ocean Global Circulation Models (AOGCMs).
b Year 2000 constant composition is derived from AOGCMs only.

Projected global-average sea level rise at the end of
the 21st century (2090 to 2099), relative to 1980 to 1999
for the six SRES marker scenarios, given as 5% to 95%
ranges based on the spread of model results, are shown
in Table TS.6. Thermal expansion contributes 70 to 75%
to the best estimate for each scenario. An improvement
since the TAR is the use of AOGCMs to evaluate ocean
heat uptake and thermal expansion. This has also reduced
the projections as compared to the simple model used in
the TAR. In all the SRES marker scenarios except Bl,
the average rate of sea level rise during the 21st century
very likely exceeds the 1961-2003 average rate (1.8 +
0.5 mm yr!). For an average model, the scenario spread in
sea level rise is only 0.02 m by the middle of the century,
but by the end of the century it is 0.15 m. These ranges do
not include uncertainties in carbon-cycle feedbacks or ice
flow processes because a basis in published literature is
lacking. {10.6, 10.7}

For each scenario, the midpoint of the range given
here is within 10% of the TAR model average for
2090-2099, noting that the TAR projections were
given for 2100, whereas projections in this report are
for 2090-2099. The uncertainty in these projections is
less than in the TAR for several reasons: uncertainty in
land ice models is assumed independent of uncertainty
in temperature and expansion projections; improved
observations of recent mass loss from glaciers provide
a better observational constraint; and the present report
gives uncertainties as 5% to 95% ranges, equivalent
to £1.65 standard deviations, whereas the TAR gave

uncertainty ranges of +2 standard deviations. The TAR
would have had similar ranges for sea level projections to
those in this report if it had treated the uncertainties in the
same way. {10.6, 10.7}

Changes in the cryosphere will continue to affect
sea level rise during the 21st century. Glaciers, ice caps
and the Greenland Ice Sheet are projected to lose mass in
the 21st century because increased melting will exceed
increased snowfall. Current models suggest that the
Antarctic Ice Sheet will remain too cold for widespread
melting and may gain mass in future through increased
snowfall, acting to reduce sea level rise. However,
changes in ice dynamics could increase the contributions
of both Greenland and Antarctica to 21st-century sea
level rise. Recent observations of some Greenland outlet
glaciers give strong evidence for enhanced flow when
ice shelves are removed. The observations in west-
central Greenland of seasonal variation in ice flow rate
and of a correlation with summer temperature variation
suggest that surface melt water may join a sub-glacially
routed drainage system lubricating the ice flow. By both
of these mechanisms, greater surface melting during the
21st century could cause acceleration of ice flow and
discharge and increase the sea level contribution. In some
parts of West Antarctica, large accelerations of ice flow
have recently occurred, which may have been caused by
thinning of ice shelves due to ocean warming. Although
this has not been formally attributed to anthropogenic
climate change due to greenhouse gases, it suggests that
future warming could cause faster mass loss and greater
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Figure TS.27. (Top) Projected global mean temperature change in 2090 to 2099 relative to 1980 to 1999 for the six SRES marker
scenarios based on results from different and independent models. The multi-model AOGCM mean and the range of the mean minus
40% to the mean plus 60% are shown as black horizontal solid lines and grey bars, respectively. Carbon cycle uncertainties are estimated
for scenario A2 based on Coupled Carbon Cycle Climate Model Intercomparison Project (C4MIP) models (dark blue crosses), and for all
marker scenarios using an EMIC (pale blue symbols). Other symbols represent individual studies (see Figure 10.29 for details of specific
models). (Bottom) Projected global average sea level rise and its components in 2090 to 2099 (relative to 1980-1999) for the six SRES
marker scenarios. The uncertainties denote 5 to 95% ranges, based on the spread of model results, and not including carbon cycle
uncertainties. The contributions are derived by scaling AOGCM results and estimating land ice changes from temperature changes (see
Appendix 10.A for details). Individual contributions are added to give the total sea level rise, which does not include the contribution
shown for ice sheet dynamical imbalance, for which the current level of understanding prevents a best estimate from being given. {Figures
10.29 and 10.33}

sea level rise. Quantitative projections of this effect cannot in the robustness of these patterns is increased by the fact
be made with confidence. If recently observed increases that they have remained largely unchanged while overall
in ice discharge rates from the Greenland and Antarctic model simulations have improved (Box TS.7). This adds
Ice Sheets were to increase linearly with global average to confidence that these patterns reflect basic physical
temperature change, that would add 0.1 to 0.2 m to the constraints on the climate system as it warms. {8.3-8.5,
upper bound of sea level rise. Understanding of these 10.3, 11.2-11.9}
effects is too limited to assess their likelihood or to give a The projected 21st-century temperature change is
best estimate. {4.6, 10.6} positive everywhere. It is greatest over land and at most
Many of the global and regional patterns of high latitudes in the NH during winter, and increases
temperature and precipitation seen in the TAR going from the coasts into the continental interiors.
projections remain in the new generation of models and In otherwise geographically similar areas, warming
across ensemble results (see Figure TS.28). Confidence is typically larger in arid than in moist regions. {10.3,
11.2-11.9}
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In contrast, warming is least over the southern
oceans and parts of the North Atlantic Ocean.
Temperatures are projected to increase, including
over the North Atlantic and Europe, despite a
projected slowdown of the meridional overturning
circulation (MOC) in most models, due to the much
larger influence of the increase in greenhouse gases.
The projected pattern of zonal mean temperature change
in the atmosphere displays a maximum warming in the
upper tropical troposphere and cooling in the stratosphere.
Further zonal mean warming in the ocean is expected
to occur first near the surface and in the northern mid-
latitudes, with the warming gradually reaching the ocean
interior, most evident at high latitudes where vertical
mixing is greatest. The projected pattern of change is very
similar among the late-century cases irrespective of the
scenario. Zonally averaged fields normalised by the mean
warming are very similar for the scenarios examined (see
Figure TS.28). {10.3}

It is very likely that the Atlantic MOC will slow
down over the course of the 21st century. The multi-
model average reduction by 2100 is 25% (range
from zero to about 50%) for SRES emission scenario
A1B. Temperatures in the Atlantic region are projected
to increase despite such changes due to the much larger
warming associated with projected increases of greenhouse
gases. The projected reduction of the Atlantic MOC is
due to the combined effects of an increase in high latitude
temperatures and precipitation, which reduce the density
of the surface waters in the North Atlantic. This could lead
to a significant reduction in Labrador Sea Water formation.
Very few AOGCM studies have included the impact of
additional freshwater from melting of the Greenland Ice
Sheet, but those that have do not suggest that this will lead
to a complete MOC shutdown. Taken together, it is very
likely that the MOC will reduce, but very unlikely that
the MOC will undergo a large abrupt transition during the
course of the 21st century. Longer-term changes in the
MOC cannot be assessed with confidence. {8.7, 10.3}
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Figure TS.28. Projected surface temperature changes for the early and late 21st century relative to the period 1980 to 1999. The central
and right panels show the AOGCM multi-model average projections (°C) for the B1 (top), A1B (middle) and A2 (bottom) SRES scenarios
averaged over the decades 2020 to 2029 (centre) and 2090 to 2099 (right). The left panel shows corresponding uncertainties as the
relative probabilities of estimated global average warming from several different AOGCM and EMIC studies for the same periods. Some
studlies present results only for a subset of the SRES scenarios, or for various model versions. Therefore the difference in the number of
curves, shown in the left-hand panels, is due only to differences in the availability of results. {Adapted from Figures 10.8 and 10.28}
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Models indicate that sea level rise during the 21st
century will not be geographically uniform. Under
scenario A1B for 2070 to 2099, AOGCMs give a median
spatial standard deviation of 0.08 m, which is about 25%
of the central estimate of the global average sea level rise.
The geographic patterns of future sea level change arise
mainly from changes in the distribution of heat and salinity
in the ocean and consequent changes in ocean circulation.
Projected patterns display more similarity across models
than those analysed in the TAR. Common features are a
smaller than average sea level rise in the Southern Ocean,
larger than average sea level rise in the Arctic and a narrow
band of pronounced sea level rise stretching across the
southern Atlantic and Indian Oceans. {10.6}

Projections of changes in extremes such as the
frequency of heat waves are better quantified than
in the TAR, due to improved models and a better
assessment of model spread based on multi-model
ensembles. The TAR concluded that there was a risk of
increased temperature extremes, with more extreme heat
episodes in a future climate. This result has been confirmed
and expanded in more recent studies. Future increases in
temperature extremes are projected to follow increases in
mean temperature over most of the world except where
surface properties (e.g., snow cover or soil moisture)
change. A multi-model analysis, based on simulations
of 14 models for three scenarios, investigated changes
in extreme seasonal (DJF and JJA) temperatures where
‘extreme’ is defined as lying above the 95th percentile
of the simulated temperature distribution for the 20th
century. By the end of the 21st century, the projected
probability of extreme warm seasons rises above 90% in
many tropical areas, and reaches around 40% elsewhere.
Several recent studies have addressed possible future
changes in heat waves, and found that, in a future climate,
heat waves are expected to be more intense, longer lasting
and more frequent. Based on an eight-member multi-
model ensemble, heat waves are simulated to have been
increasing for the latter part of the 20th century, and are
projected to increase globally and over most regions.
{8.5,10.3}

For a future warmer climate, models project a 50
to 100% decline in the frequency of cold air outbreaks
relative to the present in NH winters in most areas.
Results from a nine-member multi-model ensemble show
simulated decreases in frost days for the 20th century
continuing into the 21st century globally and in most
regions. Growing season length is related to frost days
and is projected to increase in future climates. {10.3, FAQ
10.1}

Snow cover is projected to decrease. Widespread
increases in thaw depth are projected to occur over
most permafrost regions. {10.3}

Under several different scenarios (SRES A1B, A2
and B1), large parts of the Arctic Ocean are expected
to no longer have year-round ice cover by the end of
the 21st century. Arctic sea ice responds sensitively to
warming. While projected changes in winter sea ice extent
are moderate, late-summer sea ice is projected to disappear
almost completely towards the end of the 21st century
under the A2 scenario in some models. The reduction
is accelerated by a number of positive feedbacks in the
climate system. The ice-albedo feedback allows open
water to receive more heat from the Sun during summer,
the insulating effect of sea ice is reduced and the increase
in ocean heat transport to the Arctic further reduces ice
cover. Model simulations indicate that the late-summer
seaice cover decreases substantially and generally evolves
over the same time scale as global warming. Antarctic sea
ice extent is also projected to decrease in the 21st century.
{8.6,10.3, Box 10.1}

Sea level pressure is projected to increase over the
subtropics and mid-latitudes, and decrease over high
latitudes associated with an expansion of the Hadley
Circulation and annular mode changes (NAM/NAO and
SAM, see Box TS.2). A positive trend in the NAM/NAO as
well as the SAM index is projected by many models. The
magnitude of the projected increase is generally greater
for the SAM, and there is considerable spread among the
models. As a result of these changes, storm tracks are
projected to move poleward, with consequent changes in
wind, precipitation and temperature patterns outside the
tropics, continuing the broad pattern of observed trends
over the last half century. Some studies suggest fewer
storms in mid-latitude regions. There are also indications
of changes in extreme wave height associated with
changing storm tracks and circulation. {3.6, 10.3}

In most models, the central and eastern equatorial
Pacific SSTs warm more than those in the western
equatorial Pacific, with a corresponding mean
eastward shift in precipitation. ENSO interannual
variability is projected to continue in all models, although
changes differ from model to model. Large inter-model
differences in projected changes in El Niflo amplitude,
and the inherent centennial time-scale variability of El
Niflo in the models, preclude a definitive projection of
trends in ENSO variability. {10.3}

Recent studies with improved global models,
ranging in resolution from about 100 to 20 km,
suggest future changes in the number and intensity
of future tropical cyclones (typhoons and hurricanes).
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A synthesis of the model results to date indicates, for a
warmer future climate, increased peak wind intensities
and increased mean and peak precipitation intensities in
future tropical cyclones, with the possibility of a decrease
in the number of relatively weak hurricanes, and increased
numbers of intense hurricanes. However, the total number
of tropical cyclones globally is projected to decrease.
The apparent observed increase in the proportion of
very intense hurricanes since 1970 in some regions is
in the same direction but much larger than predicted by
theoretical models. {10.3, 8.5, 3.8}

Since the TAR, there is an improving understanding
of projected patterns of precipitation. Increases in the
amount of precipitation are very likely at high latitudes
while decreases are likely in most subtropical land regions
(by as much as about 20% in the A1B scenario in 2100).
Poleward of 50°, mean precipitation is projected to increase
due to the increase in water vapour in the atmosphere and
the resulting increase in vapour transport from lower
latitudes. Moving equatorward, there is a transition to
mostly decreasing precipitation in the subtropics (20°—
40° latitude). Due to increased water vapour transport
out of the subtropics and a poleward expansion of the
subtropical high-pressure systems, the drying tendency is
especially pronounced at the higher-latitude margins of
the subtropics (see Figure TS.30). {8.3, 10.3, 11.2-11.9}

Models suggest that changes in mean precipitation
amount, even where robust, will rise above natural
variability more slowly than the temperature signal.
{10.3, 11.1}

Available research indicates a tendency for an
increase in heavy daily rainfall events in many regions,
including some in which the mean rainfall is projected
to decrease. In the latter cases, the rainfall decrease is often
attributable to a reduction in the number of rain days rather
than the intensity of rain when it occurs. {11.2—11.9}
TS.5.3 Regional-Scale Projections

For each of the continental regions, the projected
warming over 2000 to 2050 resulting from the SRES
emissions scenarios is greater than the global average
and greater than the observed warming over the past
century. The warming projected for the next few decades
of the 21st century, when averaged over the continents
individually, would substantially exceed estimated 20th-
century natural forced and unforced variability in all cases
except Antarctica (Figure TS.29). Model best-estimate
projections indicate that decadal average warming over
each continent except Antarctica by 2030 is very likely
to be at least twice as large as the corresponding model-
estimated natural variability during the 20th century. The
simulated warming over this period is not very sensitive to
the choice of scenarios across the SRES set as is illustrated
in Figure TS.32. Over longer time scales, the choice of
scenario is more important, as shown in Figure TS.28.
The projected warming in the SRES scenarios over 2000
to 2050 also exceeds estimates of natural variability when
averaged over most sub-continental regions. {11.1}

Box TS.10. Regional Downscaling

Simulation of regional climates has improved in AOGCMs and, as a consequence, in nested regional climate models
and in empirical downscaling techniques. Both dynamic and empirical downscaling methodologies show improving skill
in simulating local features in present-day climates when the observed state of the atmosphere at scales resolved by
current AOGCMs is used as input. The availability of downscaling and other regionally focused studies remains uneven
geographically, causing unevenness in the assessments that can be provided, particularly for extreme weather events.
Downscaling studies demonstrate that local precipitation changes can vary significantly from those expected from the
large-scale hydrological response pattern, particularly in areas of complex topography. {11.10}

There remain a number of important sources of uncertainty limiting the ability to project regional climate change. While
hydrological responses are relatively robust in certain core subpolar and subtropical regions, there is uncertainty in the
precise location of these boundaries between increasing and decreasing precipitation. There are some important climate
processes that have a significant effect on regional climate, but for which the climate change response is still poorly known.
These include ENSO, the NAO, blocking, the thermohaline circulation and changes in tropical cyclone distribution. For
those regions that have strong topographical controls on their climatic patterns, there is often insufficient climate change
information at the fine spatial resolution of the topography. In some regions there has been only very limited research on
extreme weather events. Further, the projected climate change signal becomes comparable to larger internal variability at
smaller spatial and temporal scales, making it more difficult to utilise recent trends to evaluate model performance. {Box

11.1,11.2-11.9}
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CONTINENTAL SURFACE TEMPERATURE ANOMALIES:
OBSERVATIONS AND PROJECTIONS
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Figure TS.29. Decadal mean continental surface temperature anomalies (°C) in observations and simulations for the period 1906 to 2005
and in projections for 2001 to 2050. Anomalies are calculated from the 1901 to 1950 average. The black lines represent the observations
and the red and blue bands show simulated average temperature anomalies as in Figure TS.22 for the 20th century (i.e., red includes
anthropogenic and natural forcings and blue includes only natural forcings). The yellow shading represents the 5th to 95th percentile
range of projected changes according to the SRES A1B emissions scenario. The green bar denotes the 5th to 95th percentile range of
decadal mean anomalies from the 20th-century simulations with only natural forcings (i.e., a measure of the natural decadal variability).
For the observed part of these graphs, the decadal averages are centred on calendar decade boundaries (i.e., the last point is at 2000 for
1996 to 2005), whereas for the future period they are centred on calendar decade mid-points (i.e., the first point is at 2005 for 2001 to
2010). To construct the ranges, all simulations from the set of models involved were considered independent realisations of the possible
evolution of the climate given the forcings applied. This involved 58 simulations from 14 models for the red curve, 19 simulations from 5
models (a subset of the 14) for the blue curve and green bar and 47 simulations from 18 models for the yellow curve. {FAQ 9.2.1, Figure
1and Box 11.1, Figure 1}

In the NH a robust pattern of increased subpolar
and decreased subtropical precipitation dominates the

precipitation is confidently projected for southern Europe
and Mediterranean Africa, with a transition to increased

projected precipitation pattern for the 21stcentury over
North America and Europe, while subtropical drying
is less evident over Asia (see Figure TS.30). Nearly
all models project increased precipitation over most of
northern North America and decreased precipitation over
Central America, with much of the continental USA and
northern Mexico in a more uncertain transition zone that
moves north and south following the seasons. Decreased

precipitation in northern Europe. In both continents,
summer drying is extensive due both to the poleward
movement of this transition zone in summer and to
increased evaporation. Subpolar increases in precipitation
are projected over much of northern Asia but with the
subtropical drying spreading from the Mediterranean
displaced by distinctive monsoonal signatures as one
moves from central Asia eastward. {11.2—11.5}
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SeasoNAL MeaN PrecipiTaTiION RATES
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Figure TS.30. Spatial patterns of observed (top row) and multi-model mean (middle row) seasonal mean precipitation rate (mm day-1)
for the period 1979 to 1993 and the multi-model mean for changes by the period 2090 to 2099 relative to 1980 to 1999 (% change)
based on the SRES A1B scenario (bottom row). December to February means are in the left column, June to August means in the right
column. In the bottom panel, changes are plotted only where more than 66% of the models agree on the sign of the change. The stippling
indicates areas where more than 90% of the models agree on the sign of the change. {Based on same datasets as shown in Figures 8.5

and 10.9}

In the SH, there are few land areas in the zone of
projected subpolar moistening during the 21st century,
with the subtropical drying more prominent (see Figure
TS.30). The South Island of New Zealand and Tierra del
Fuego fall within the subpolar precipitation increase zone,
with southernmost Africa, the southern Andes in South
America and southern Australia experiencing the drying
tendency typical of the subtropics. {11.2, 11.6, 11.7}

Projections of precipitation over tropical land
regions are more uncertain than those at higher
latitudes, but, despite significant inadequacies in

modelling tropical convection and atmosphere-ocean
interactions, and the added uncertainty associated
with tropical cyclones, some robust features emerge
in models. Rainfall in the summer monsoon season of
South and Southeast Asia increases in most models, as
does rainfall in East Africa. The sign of the precipitation
response is considered less certain over both the Amazon
and the African Sahel. These are regions in which there
is added uncertainty due to potential vegetation-climate
links, and there is less robustness across models even
when vegetation feedbacks are not included. {8.3, 11.2,
11.4,11.6}
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TS.5.4 Coupling Between Climate Change
and Changes in Biogeochemical

Cycles

All models that treat the coupling of the carbon
cycle to climate change indicate a positive feedback
effect with warming acting to suppress land and
ocean uptake of CO,, leading to larger atmospheric
CO, increases and greater climate change for a given
emissions scenario, but the strength of this feedback
effect varies markedly among models. Since the TAR,
several new projections based on fully coupled carbon
cycle-climate models have been performed and compared.
For the SRES A2 scenario, and based on a range of
model results, the projected increase in atmospheric CO,
concentration over the 21st century is likely between
10 and 25% higher than projections without this
feedback, adding more than 1°C to projected mean
warming by 2100 for higher emission SRES scenarios.
Correspondingly, the reduced CO, uptake caused by
this effect reduces the CO, emissions that are consistent
with a target stabilisation level. However, there are still
significant uncertainties due, for example, to limitations
in the understanding of the dynamics of land ecosystems
and soils. {7.3, 10.4}

Increasing atmospheric CO, concentrations lead
directly to increasing acidification of the surface
ocean. Projections based on SRES scenarios give
reductions in pH of between 0.14 and 0.35 units in the
21st century (depending on scenario), extending the
present decrease of 0.1 units from pre-industrial times.
Ocean acidification would lead to dissolution of shallow-
water carbonate sediments. Southern Ocean surface
waters are projected to exhibit undersaturation with regard
to calcium carbonate (CaCO;) for CO, concentrations
higher than 600 ppm, a level exceeded during the second
half of the 21st century in most of the SRES scenarios.
Low-latitude regions and the deep ocean will be affected
as well. These changes could affect marine organisms that
form their exoskeletons out of CaCOj;, but the net effect
on the biological cycling of carbon in the oceans is not
well understood. {Box 7.3, 10.4}

Committed climate change due to past emissions
varies considerably for different forcing agents
because of differing lifetimes in the Earth’s
atmosphere (see Box TS.9). The committed climate
change due to past emissions takes account of both (i)
the time lags in the responses of the climate system to
changes in radiative forcing; and (ii) the time scales over
which different forcing agents persist in the atmosphere
after their emission because of their differing lifetimes.

Typically the committed climate change due to past
emissions includes an initial period of further increase in
temperature, for the reasons discussed above, followed
by a long-term decrease as radiative forcing decreases.
Some greenhouse gases have relatively short atmospheric
lifetimes (decades or less), such as CH, and carbon
monoxide, while others such as N,O have lifetimes of the
order of a century, and some have lifetimes of millennia,
such as SF¢ and PFCs. Atmospheric concentrations of
CO, do not decay with a single well-defined lifetime if
emissions are stopped. Removal of CO, emitted to the
atmosphere occurs over multiple time scales, but some
CO, will stay in the atmosphere for many thousands of
years, so that emissions lead to a very long commitment to
climate change. The slow long-term buffering of the ocean,
including CaCO;-sediment feedback, requires 30,000 to
35,000 years for atmospheric CO, concentrations to reach
equilibrium. Using coupled carbon cycle components,
EMICs show that the committed climate change due to
past CO, emissions persists for more than 1000 years, so
that even over these very long time scales, temperature
and sea level do not return to pre-industrial values. An
indication of the long time scales of committed climate
change is obtained by prescribing anthropogenic CO,
emissions following a path towards stabilisation at 750
ppm, but arbitrarily setting emissions to zero at year 2100.
In this test case, it takes about 100 to 400 years in the
different models for the atmospheric CO, concentration to
drop from the maximum (ranges between 650 to 700 ppm)
to below the level of two times the pre-industrial CO,
concentration (about 560 ppm), owing to a continuous but
slow transfer of carbon from the atmosphere and terrestrial
reservoirs to the ocean (see Figure TS.31). {7.3, 10.7}
Future concentrations of many non-CO, greenhouse
gases and their precursors are expected to be coupled
to future climate change. Insufficient understanding of
the causes of recent variations in the CH, growth rate
suggests large uncertainties in future projections for
this gas in particular. Emissions of CH, from wetlands
are likely to increase in a warmer and wetter climate and to
decrease in a warmer and drier climate. Observations also
suggest increases in CH, released from northern peatlands
that are experiencing permafrost melt, although the large-
scale magnitude of this effect is not well quantified.
Changes in temperature, humidity and clouds could
also affect biogenic emissions of ozone precursors, such
as volatile organic compounds. Climate change is also
expected to affect tropospheric ozone through changes
in chemistry and transport. Climate change could induce
changes in OH through changes in humidity, and could
alter stratospheric ozone concentrations and hence solar
ultraviolet radiation in the troposphere. {7.4, 4.7}
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CLIMATE CHANGE COMMITMENT
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Figure TS.31. Calculation of climate change commitment due to past emissions for five different EMICs and an idealised scenario
where emissions follow a pathway leading to stabilisation of atmospheric CO, at 750 ppm, but before reaching this target, emissions are
reduced to zero instantly at year 2100. (Left) CO, emissions and atmospheric CO, concentrations; (centre) surface warming and sea level
rise due to thermal expansion; (right) change in total terrestrial and oceanic carbon inventory since the pre-industrial era. {Figure 10.35}

Future emissions of many aerosols and their
precursors are expected to be affected by climate
change. Estimates of future changes in dust emissions
under several climate and land use scenarios suggest
that the effects of climate change are more important in
controlling future dust emissions than changes in land
use. Results from one study suggest that meteorology
and climate have a greater influence on future Asian dust
emissions and associated Asian dust storm occurrences
than desertification. The biogenic emission of volatile
organic compounds, a significant source of secondary
organic aerosols, is known to be highly sensitive to (and
increase with) temperature. However, aerosol yields
decrease with temperature and the effects of changing
precipitation and physiological adaptation are uncertain.
Thus, change in biogenic secondary organic aerosol
production in a warmer climate could be considerably
lower than the response of biogenic volatile organic
carbon emissions. Climate change may affect fluxes from
the ocean of dimethyl sulphide (which is a precursor for

some sulphate aerosols) and sea salt acrosols, however,
the effects on temperature and precipitation remain very
uncertain. {7.5}

While the warming effect of CO, represents
a commitment over many centuries, aerosols are
removed from the atmosphere over time scales of only
a few days, so that the negative radiative forcing due
to aerosols could change rapidly in response to any
changes in emissions of aerosols or aerosol precursors.
Because sulphate aerosols are very likely exerting a
substantial negative radiative forcing at present, future net
forcing is very sensitive to changes in sulphate emissions.
One study suggests that the hypothetical removal from the
atmosphere of the entire current burden of anthropogenic
sulphate aerosol particles would produce a rapid increase
in global mean temperature of about 0.8°C within a decade
or two. Changes in aerosols are also likely to influence
precipitation. Thus, the effect of environmental strategies
aimed at mitigating climate change requires consideration
of changes in both greenhouse gas and aerosol emissions.
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Changes in aerosol emissions may result from measures
implemented to improve air quality which may therefore
have consequences for climate change. {Box 7.4, 7.6,
10.7}

Climate change would modify a number of
chemical and physical processes that control air
quality and the net effects are likely to vary from one
region to another. Climate change can affect air quality
by modifying the rates at which pollutants are dispersed,
the rate at which aerosols and soluble species are removed
from the atmosphere, the general chemical environment
for pollutant generation and the strength of emissions
from the biosphere, fires and dust. Climate change is
also expected to decrease the global ozone background.
Overall, the net effect of climate change on air quality is
highly uncertain. {Box 7.4}

TS.5.5 Implications of Climate Processes
and their Time Scales for Long-Term
Projections

The commitments to climate change after
stabilisation of radiative forcing are expected to be

about 0.5 to 0.6°C, mostly within the following century.
The multi-model average when stabilising concentrations
of greenhouse gases and aerosols at year 2000 values
after a 20th-century climate simulation, and running an
additional 100 years, is about 0.6°C of warming (relative
to 1980-1999) at year 2100 (see Figure TS.32). If the
B1 or A1B scenarios were to characterise 21st-century
emissions followed by stabilisation at those levels, the
additional warming after stabilisation is similar, about
0.5°C, mostly in the subsequent hundred years. {10.3,
10.7}

The magnitude of the positive feedback between
climate change and the carbon cycle is uncertain. This
leads to uncertainty in the trajectory of CO, emissions
required to achieve a particular stabilization level of
atmospheric CO, concentration. Based upon current
understanding of climate-carbon cycle feedback, model
studies suggest that, in order to stabilise CO, at 450 ppm,
cumulative emissions in the 2 1st century could be reduced
from a model average of approximately 670 [630 to 710]
GtC to approximately 490 [375 to 600] GtC. Similarly,
to stabilise CO, at 1000 ppm, the cumulative emissions
could be reduced by this feedback from a model average of
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Figure TS.32. Multi-model means of surface warming (compared to the 1980-1999 base period) for the SRES scenarios A2 (red), A1B
(green) and B1 (blue), shown as continuations of the 20th-century simulation. The latter two scenarios are continued beyond the year
2100 with forcing kept constant (committed climate change as it is defined in Box TS.9). An additional experiment, in which the forcing is
kept at the year 2000 level is also shown (orange). Linear trends from the corresponding control runs have been removed from these time
series. Lines show the multi-model means, shading denotes the +1 standard deviation range. Discontinuities between different periods
have no physical meaning and are caused by the fact that the number of models that have run a given scenario is different for each period
and scenario (numbers indicated in figure). For the same reason, uncertainty across scenarios should not be interpreted from this figure

(see Section 10.5 for uncertainty estimates). {Figure 10.4}
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approximately 1415 [1340 to 1490] GtC to approximately
1100 [980 to 1250] GtC. {7.3, 10.4}

If radiative forcing were to be stabilised in 2100 at
A1B concentrations, thermal expansion alone would
lead to 0.3 to 0.8 m of sea level rise by 2300 (relative to
1980-1999) and would continue at decreasing rates for
many centuries, due to slow processes that mix heat
into the deep ocean. {10.7}

Contraction of the Greenland Ice Sheet is projected
to continue to contribute to sea level rise after 2100.
For stabilisation at A1B concentrations in 2100, a rate of
0.03 to 0.21 m per century due to thermal expansion is
projected. If a global average warming of 1.9°C to 4.6°C
relative to pre-industrial temperatures were maintained
for millennia, the Greenland Ice Sheet would largely be
eliminated except for remnant glaciers in the mountains.
This would raise sea level by about 7 m and could be
irreversible. These temperatures are comparable to those
inferred for the last interglacial period 125,000 years ago,
when palacoclimatic information suggests reductions of
polar ice extent and 4 to 6 m of sea level rise. {6.4, 10.7}

Dynamical processes not included in current
models but suggested by recent observations could
increase the vulnerability of the ice sheets to warming,
increasing future sea level rise. Understanding of these
processes is limited and there is no consensus on their
likely magnitude. {4.6, 10.7}

Current global model studies project that the
Antarctic Ice Sheet will remain too cold for widespread
surface melting and will gain in mass due to increased
snowfall. However, net loss of ice mass could occur if
dynamical ice discharge dominates the ice sheet mass
balance. {10.7}

While no models run for this assessment suggest an
abrupt MOC shutdown during the 21st century, some
models of reduced complexity suggest MOC shutdown
as a possible long-term response to sufficiently strong
warming. However, the likelihood of this occurring
cannot be evaluated with confidence. The few available
simulations with models of different complexity rather
suggest a centennial-scale slowdown. Recovery of the
MOC s likely if the radiative forcing is stabilised but would
take several centuries. Systematic model comparison
studies have helped establish some key processes that are
responsible for variations between models in the response
of the ocean to climate change (especially ocean heat
uptake). {8.7, FAQ 10.2, 10.3}
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TS.6 Robust Findings and

Key Uncertainties

TS.6.1

Robust Findings:

Changes in Human and Natural Drivers of Climate

Current atmospheric concentrations of CO, and CH,,
and their associated positive radiative forcing, far exceed
those determined from ice core measurements spanning
the last 650,000 years. {6.4}

Fossil fuel use, agriculture and land use have been the
dominant cause of increases in greenhouse gases over the
last 250 years. {2.3, 7.3, 7.4}

Annual emissions of CO, from fossil fuel burning, cement
production and gas flaring increased from a mean of 6.4
+ 0.4 GtC yr! in the 1990s to 7.2 £ 0.3 GtC yr! for 2000
to 2005. {7.3}

The sustained rate of increase in radiative forcing from
CO,, CH, and N,O over the past 40 years is larger than at
any time during at least the past 2000 years. {6.4}

Natural processes of CO, uptake by the oceans and

terrestrial biosphere remove about 50 to 60% of

Key Uncertainties:

anthropogenic emissions (i.e., fossil CO, emissions and
land use change flux). Uptake by the oceans and the
terrestrial biosphere are similar in magnitude over recent
decades but that by the terrestrial biosphere is more
variable. {7.3}

It is virtually certain that anthropogenic aerosols produce
a net negative radiative forcing (cooling influence) with a
greater magnitude in the NH than in the SH. {2.9, 9.2}

From new estimates of the combined anthropogenic
forcing due to greenhouse gases, aerosols and land surface
changes, it is extremely likely that human activities have
exerted a substantial net warming influence on climate
since 1750. {2.9}

Solar irradiance contributions to global average radiative
forcing are considerably smaller than the contribution of
increases in greenhouse gases over the industrial period.
{2.5,2.7}

The full range of processes leading to modification of
cloud properties by aerosols is not well understood and
the magnitudes of associated indirect radiative effects are
poorly determined. {2.4, 7.5}

The causes of, and radiative forcing due to stratospheric
water vapour changes are not well quantified. {2.3}

The geographical distribution and time evolution of the
radiative forcing due to changes in aerosols during the
20th century are not well characterised. {2.4}

The causes of recent changes in the growth rate of
atmospheric CH, are not well understood. {7.4}

The roles of different factors increasing tropospheric
ozone concentrations since pre-industrial times are not
well characterised. {2.3}

Land surface properties and land-atmosphere interactions
that lead to radiative forcing are not well quantified.
{2.5}

Knowledge of the contribution of past solar changes to
radiative forcing on the time scale of centuries is not
based upon direct measurements and is hence strongly
dependent upon physical understanding. {2.7}
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TS.6.2 Observations of Changes in Climate
TS.6.2.1 Atmosphere and Surface

Robust Findings:

Global mean surface temperatures continue to rise. Eleven
of the last 12 years rank among the 12 warmest years on
record since 1850. {3.2}

Rates of surface warming increased in the mid-1970s and
the global land surface has been warming at about double
the rate of ocean surface warming since then. {3.2}

Changes in surface temperature extremes are consistent
with warming of the climate. {3.8}

Estimates of mid- and lower-tropospheric temperature
trends have substantially improved. Lower-tropospheric
temperatures have slightly greater warming rates than the
surface from 1958 to 2005. {3.4}

Key Uncertainties:

Long-term trends from 1900 to 2005 have been observed
in precipitation amount in many large regions. {3.3}

Increases have occurred in the number of heavy
precipitation events. {3.8}

Droughts have become more common, especially in the
tropics and subtropics, since the 1970s. {3.3}

Tropospheric water vapour has increased, at least since
the 1980s. {3.4}

Radiosonde records are much less complete spatially
than surface records and evidence suggests a number of
radiosonde records are unreliable, especially in the tropics.
It is likely that all records of tropospheric temperature
trends still contain residual errors. {3.4}

While changes in large-scale atmospheric circulation are
apparent, the quality of analyses is best only after 1979,
making analysis of, and discrimination between, change
and variability difficult. {3.5, 3.6}

Surface and satellite observations disagree on total and
low-level cloud changes over the ocean. {3.4}

Multi-decadal changes in DTR are not well understood,
in part because of limited observations of changes in
cloudiness and aerosols. {3.2}

Difficulties in the measurement of precipitation remain
an area of concern in quantifying trends in global and
regional precipitation. {3.3}

Records of soil moisture and streamflow are often very
short, and are available for only a few regions, which
impedes complete analyses of changes in droughts. {3.3}

The availability of observational data restricts the types
of extremes that can be analysed. The rarer the event, the
more difficult it is to identify long-term changes because
there are fewer cases available. {3.8}

Information on hurricane frequency and intensity is
limited prior to the satellite era. There are questions about
the interpretation of the satellite record. {3.8}

There is insufficient evidence to determine whether trends
exist in tornadoes, hail, lightning and dust storms at small
spatial scales. {3.8}
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715.6.2.2 Snow, Ice and Frozen Ground

Robust Findings:

The amount of ice on the Earth is decreasing. There has
been widespread retreat of mountain glaciers since the end
of the 19th century. The rate of mass loss from glaciers
and the Greenland Ice Sheet is increasing. {4.5, 4.6}

The extent of NH snow cover has declined. Seasonal river
and lake ice duration has decreased over the past 150
years. {4.2,4.3}

Since 1978, annual mean arctic sea ice extent has been
declining and summer minimum arctic ice extent has
decreased. {4.4}

Key Uncertainties:

Ice thinning occurred in the Antarctic Peninsula and
Amundsen shelf ice during the 1990s. Tributary glaciers
have accelerated and complete breakup of the Larsen B
Ice Shelf occurred in 2002. {4.6}

Temperature at the top of the permafrost layer has increased
by up to 3°C since the 1980s in the Arctic. The maximum
extent of seasonally frozen ground has decreased by about
7% in the NH since 1900, and its maximum depth has
decreased by about 0.3 m in Eurasia since the mid-20th
century. {4.7}

There is no global compilation of in situ snow data prior
to 1960. Well-calibrated snow water equivalent data are
not available for the satellite era. {4.2}

There are insufficient data to draw any conclusions about
trends in the thickness of antarctic sea ice. {4.4}

Uncertainties in estimates of glacier mass loss arise from
limited global inventory data, incomplete area-volume
relationships and imbalance in geographic coverage.
{4.5}

Mass balance estimates for ice shelves and ice sheets,
especially for Antarctica, are limited by calibration and
validation of changes detected by satellite altimetry and
gravity measurements. {4.6}

Limited knowledge of basal processes and of ice shelf
dynamics leads to large uncertainties in the understanding
of ice flow processes and ice sheet stability. {4.6}
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75.6.2.3 Oceans and Sea Level

Robust Findings:

The global temperature (or heat content) of the oceans has
increased since 1955. {5.2}

Large-scale regionally coherent trends in salinity have
been observed over recent decades with freshening in
subpolar regions and increased salinity in the shallower
parts of the tropics and subtropics. These trends are
consistent with changes in precipitation and inferred larger
water transport in the atmosphere from low latitudes to
high latitudes and from the Atlantic to the Pacific. {5.2}

Global average sea level rose during the 20th century.
There is high confidence that the rate of sea level rise
increased between the mid-19th and mid-20th centuries.
During 1993 to 2003, sea level rose more rapidly than
during 1961 to 2003. {5.5}

Key Uncertainties:

Thermal expansion of the ocean and loss of mass from
glaciers and ice caps made substantial contributions to the
observed sea level rise. {5.5}

The observed rate of sea level rise from 1993 to 2003 is
consistent with the sum of observed contributions from
thermal expansion and loss of land ice. {5.5}

The rate of sea level change over recent decades has not
been geographically uniform. {5.5}

As a result of uptake of anthropogenic CO, since 1750,
the acidity of the surface ocean has increased. {5.4, 7.3}

Limitations in ocean sampling imply that decadal
variability in global heat content, salinity and sea level
changes can only be evaluated with moderate confidence.
{5.2,5.5}

There is low confidence in observations of trends in the
MOC. {Box 5.1}

Global average sea level rise from 1961 to 2003 appears
to be larger than can be explained by thermal expansion
and land ice melting. {5.5}
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715.6.2.4 Palaeoclimate

Robust Findings:

During the last interglacial, about 125,000 years ago,
global sea level was likely 4 to 6 m higher than present,
due primarily to retreat of polar ice. {6.4}

A number of past abrupt climate changes were very
likely linked to changes in Atlantic Ocean circulation and

affected the climate broadly across the NH. {6.4}

It is very unlikely that the Earth would naturally enter
another ice age for at least 30,000 years. {6.4}

Biogeochemical and biogeophysical feedbacks have
amplified climatic changes in the past. {6.4}

Key Uncertainties:

It is very likely that average NH temperatures during the
second half of the 20th century were warmer than in any
other 50-year period in the last 500 years and /ikely that
this was also the warmest 50-year period in the past 1300
years. {6.6}

Palacoclimate records indicate with high confidence
that droughts lasting decades or longer were a recurrent
feature of climate in several regions over the last 2000
years. {6.6}

Mechanisms of onset and evolution of past abrupt climate
change and associated climate thresholds are not well
understood. This limits confidence in the ability of climate
models to simulate realistic abrupt change. {6.4}

The degree to which ice sheets retreated in the past, the
rates of such change and the processes involved are not
well known. {6.4}

Knowledge of climate variability over more than the last
few hundred years in the SH and tropics is limited by the
lack of palaeoclimatic records. {6.6}

Differing amplitudes and variability observed in available
millennial-length NH temperature reconstructions, as
well as the relation of these differences to choice of proxy
data and statistical calibration methods, still need to be
reconciled. {6.6}

The lack of extensive networks of proxy data for
temperature in the last 20 years limits understanding of
how such proxies respond to rapid global warming and of
the influence of other environmental changes. {6.6}
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TS.6.3

Robust Findings:

Understanding and Attributing Climate Change

Greenhouse gas forcing has very likely caused most
of the observed global warming over the last 50 years.
Greenhouse gas forcing alone during the past half century
would /ikely have resulted in greater than the observed
warming if there had not been an offsetting cooling effect
from aerosol and other forcings. {9.4}

It is extremely unlikely (<5%) that the global pattern of
warming during the past half century can be explained
without external forcing, and very unlikely that it is due
to known natural external causes alone. The warming
occurred in both the ocean and the atmosphere and took
place at a time when natural external forcing factors would
likely have produced cooling. {9.4, 9.7}

Key Uncertainties:

It is likely that anthropogenic forcing has contributed
to the general warming observed in the upper several
hundred metres of the ocean during the latter half of the
20th century. Anthropogenic forcing, resulting in thermal
expansion from ocean warming and glacier mass loss, has
very likely contributed to sea level rise during the latter
half of the 20th century. {9.5}

A substantial fraction of the reconstructed NH inter-
decadal temperature variability of the past seven centuries
is very likely attributable to natural external forcing
(volcanic eruptions and solar variability). {9.3}

Confidence in attributing some climate change phenomena
to anthropogenic influences is currently limited by
uncertainties in radiative forcing, as well as uncertainties
in feedbacks and in observations. {9.4, 9.5}

Attribution at scales smaller than continental and over
time scales of less than 50 years is limited by larger
climate variability on smaller scales, by uncertainties in
the small-scale details of external forcing and the response
simulated by models, as well as uncertainties in simulation
of internal variability on small scales, including in relation
to modes of variability. {9.4}

There is less confidence in understanding of forced
changes in precipitation and surface pressure than there is
of temperature. {9.5}

The range of attribution statements is limited by the
absence of formal detection and attribution studies, or
their very limited number, for some phenomena (e.g.,
some types of extreme events). {9.5}

Incomplete global data sets for extremes analysis and
model uncertainties still restrict the regions and types of
detection studies of extremes that can be performed. {9.4,
9.5}

Despite improved understanding, uncertainties in model-
simulated internal climate variability limit some aspects
of attribution studies. For example, there are apparent
discrepancies between estimates of ocean heat content
variability from models and observations. {5.2, 9.5}

Lack of studies quantifying the contributions of
anthropogenic forcing to ocean heat content increase or
glacier melting together with the open part of the sea level
budget for 1961 to 2003 are among the uncertainties in
quantifying the anthropogenic contribution to sea level
rise. {9.5}
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TS.6.4
15.6.4.1 Model Evaluation

Robust Findings:

Projections of Future Changes in Climate

Climate models are based on well-established physical
principles and have been demonstrated to reproduce
observed features of recent climate and past climate
changes. There is considerable confidence that AOGCMs
provide credible quantitative estimates of future climate
change, particularly at continental scales and above.
Confidence in these estimates is higher for some climate
variables (e.g., temperature) than for others (e.g.,
precipitation). {FAQ 8.1}

Key Uncertainties:

Confidence in models has increased due to:

* improvements in the simulation of many aspects
of present climate, including important modes of
climate variability and extreme hot and cold spells;

» improved model resolution, computational methods
and parametrizations and inclusion of additional
processes;

» more comprehensive diagnostic tests, including tests
of model ability to forecast on time scales from days
to a year when initialised with observed conditions;
and

» enhanced scrutiny of models and expanded

diagnostic analysis of model behaviour facilitated
by internationally coordinated efforts to collect
and disseminate output from model experiments
performed under common conditions. {8.4}

A proven set of model metrics comparing simulations
with observations, that might be used to narrow the range
of plausible climate projections, has yet to be developed.
{8.2}

Most models continue to have difficulty controlling
climate drift, particularly in the deep ocean. This drift
must be accounted for when assessing change in many
oceanic variables. {8.2}

Models differ considerably in their estimates of the
strength of different feedbacks in the climate system.
{8.6}

Problems remain in the simulation of some modes of
variability, notably the Madden-Julian Oscillation,
recurrent atmospheric blocking and extreme precipitation.
{8.4}

Systematic biases have been found in most models’
simulations of the Southern Ocean that are linked to
uncertainty in transient climate response. {8.3}

Climate models remain limited by the spatial resolution
that can be achieved with present computer resources,
by the need for more extensive ensemble runs and by the
need to include some additional processes. {8.1-8.5}
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TS.6.4.2 Equilibrium and Transient Climate Sensitivity

Robust Findings:

Equilibrium climate sensitivity is /ikely to be in the range
2°C to 4.5°C with a most likely value of about 3°C, based
upon multiple observational and modelling constraints.
It is very unlikely to be less than 1.5°C. {8.6, 9.6, Box
10.2}

The transient climate response is better constrained than

the equilibrium climate sensitivity. It is very likely larger
than 1°C and very unlikely greater than 3°C. {10.5}

Key Uncertainties:

There is a good understanding of the origin of differences
in equilibrium climate sensitivity found in different
models. Cloud feedbacks are the primary source of inter-
model differences in equilibrium climate sensitivity, with
low cloud being the largest contributor. {8.6}

New observational and modelling evidence strongly
supports a combined water vapour-lapse rate feedback of
a strength comparable to that found in AOGCMs. {8.6}

Large uncertainties remain about how clouds might
respond to global climate change. {8.6}
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7S.6.4.3 Global Projections

Robust Findings:

Even if concentrations of radiative forcing agents were
to be stabilised, further committed warming and related
climate changes would be expected to occur, largely
because of time lags associated with processes in the
oceans. {10.7}

Near-term warming projections are little affected by
different scenario assumptions or different model
sensitivities, and are consistent with that observed for
the past few decades. The multi-model mean warming,
averaged over 2011 to 2030 relative to 1980 to 1999 for
all AOGCMs considered here, lies in a narrow range of
0.64°C to 0.69°C for the three different SRES emission
scenarios B1, A1B and A2. {10.3}

Geographic patterns of projected warming show the
greatest temperature increases at high northern latitudes
and over land, with less warming over the southern oceans
and North Atlantic. {10.3}

Changes in precipitation show robust large-scale
patterns: precipitation generally increases in the tropical
precipitation maxima, decreases in the subtropics and
increases at high latitudes as a consequence of a general
intensification of the global hydrological cycle. {10.3}

As the climate warms, snow cover and sea ice extent

decrease; glaciers and ice caps lose mass and contribute to
sea level rise. Sea ice extent decreases in the 21st century

Key Uncertainties:

in both the Arctic and Antarctic. Snow cover reduction
is accelerated in the Arctic by positive feedbacks and
widespread increases in thaw depth occur over much of
the permafrost regions. {10.3}

Based on current simulations, it is very likely that the
Atlantic Ocean MOC will slow down by 2100. However,
itis very unlikely that the MOC will undergo a large abrupt
transition during the course of the 21st century. {10.3}

Heat waves become more frequent and longer lasting
in a future warmer climate. Decreases in frost days are
projected to occur almost everywhere in the mid- and high
latitudes, with an increase in growing season length. There
is a tendency for summer drying of the mid-continental
areas during summer, indicating a greater risk of droughts
in those regions. {10.3, FAQ 10.1}

Future warming would tend to reduce the capacity of the
Earth system (land and ocean) to absorb anthropogenic
CO,. As a result, an increasingly large fraction of
anthropogenic CO, would stay in the atmosphere under
a warmer climate. This feedback requires reductions in
the cumulative emissions consistent with stabilisation at a
given atmospheric CO, level compared to the hypothetical
case of no such feedback. The higher the stabilisation
scenario, the larger the amount of climate change and the
larger the required reductions. {7.3, 10.4}

The likelihood of a large abrupt change in the MOC
beyond the end of the 21st century cannot yet be assessed
reliably. For low and medium emission scenarios with
atmospheric greenhouse gas concentrations stabilised
beyond 2100, the MOC recovers from initial weakening
within one to several centuries. A permanent reduction in
the MOC cannot be excluded if the forcing is strong and
long enough. {10.7}

The model projections for extremes of precipitation show
larger ranges in amplitude and geographical locations
than for temperature. {10.3, 11.1}

The response of some major modes of climate variability
such as ENSO still differs from model to model, which may

be associated with differences in the spatial and temporal
representation of present-day conditions. {10.3}

The robustness of many model responses of tropical
cyclones to climate change is still limited by the resolution
of typical climate models. {10.3}

Changes in key processes that drive some global and
regional climate changes are poorly known (e.g., ENSO,
NAO, blocking, MOC, land surface feedbacks, tropical
cyclone distribution). {11.2-11.9}

The magnitude of future carbon cycle feedbacks is still
poorly determined. {7.3, 10.4}
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7S5.6.4.4 Sea Level

Robust Findings:

Sea level will continue to rise in the 21st century because
of thermal expansion and loss of land ice. Sea level rise
was not geographically uniform in the past and will not be
in the future. {10.6}

Projected warming due to emission of greenhouse gases

during the 21st century will continue to contribute to sea
level rise for many centuries. {10.7}

Key Uncertainties:

Sea level rise due to thermal expansion and loss of mass
from ice sheets would continue for centuries or millennia
even if radiative forcing were to be stabilised. {10.7}

Models do not yet exist that address key processes that
could contribute to large rapid dynamical changes in the
Antarctic and Greenland Ice Sheets that could increase
the discharge of ice into the ocean. {10.6}

The sensitivity of ice sheet surface mass balance (melting
and precipitation) to global climate change is not well
constrained by observations and has a large spread in
models. There is consequently a large uncertainty in the
magnitude of global warming that, if sustained, would lead
to the elimination of the Greenland Ice Sheet. {10.7}
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TS.6.4.5 Regional Projections

Robust Findings:

Temperatures averaged over all habitable continents and
over many sub-continental land regions will very likely
rise at greater than the global average rate in the next 50
years and by an amount substantially in excess of natural
variability. {10.3, 11.2-11.9}

Precipitation is /ikely to increase in most subpolar and
polar regions. The increase is considered especially
robust, and very likely to occur, in annual precipitation in
most of northern Europe, Canada, the northeast USA and
the Arctic, and in winter precipitation in northern Asia
and the Tibetan Plateau. {11.2—-11.9}

Key Uncertainties:

Precipitation is likely to decrease in many subtropical
regions, especially at the poleward margins of the
subtropics. The decrease is considered especially robust,
and very likely to occur, in annual precipitation in European
and African regions bordering the Mediterranean and in
winter rainfall in south-western Australia. {11.2-11.9}

Extremes of daily precipitation are /ikely to increase in
many regions. The increase is considered as very likely in
northern Europe, south Asia, East Asia, Australia and New
Zealand — this list in part reflecting uneven geographic
coverage in existing published research. {11.2-11.9}

In some regions there has been only very limited study of
key aspects of regional climate change, particularly with
regard to extreme events. {11.2—-11.9}

Atmosphere-Ocean General Circulation Models show no
consistency in simulated regional precipitation change in
some key regions (e.g., northern South America, northern
Australia and the Sahel). {10.3, 11.2-11.9}

In many regions where fine spatial scales in climate are
generated by topography, there is insufficient information
on how climate change will be expressed at these scales.
{11.2-11.9}
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Chapter 1

Historical Overview of Climate Change Science

Executive Summary

Awareness and a partial understanding of most of the
interactive processes in the Earth system that govern climate
and climate change predate the IPCC, often by many decades. A
deeper understanding and quantification of these processes and
their incorporation in climate models have progressed rapidly
since the [PCC First Assessment Report in 1990.

As climate science and the Earth’s climate have continued
to evolve over recent decades, increasing evidence of
anthropogenic influences on climate change has been found.
Correspondingly, the IPCC has made increasingly more
definitive statements about human impacts on climate.

Debate has stimulated a wide variety of climate change
research. The results of this research have refined but not
significantly redirected the main scientific conclusions from the
sequence of [PCC assessments.

1.1 Overview of the Chapter

To better understand the science assessed in this Fourth
Assessment Report (AR4), it is helpful to review the long
historical perspective that has led to the current state of
climate change knowledge. This chapter starts by describing
the fundamental nature of earth science. It then describes the
history of climate change science using a wide-ranging subset
of examples, and ends with a history of the IPCC.

The concept of this chapter is new. There is no counterpart in
previous IPCC assessment reports for an introductory chapter
providing historical context for the remainder of the report.
Here, a restricted set of topics has been selected to illustrate
key accomplishments and challenges in climate change science.
The topics have been chosen for their significance to the IPCC
task of assessing information relevant for understanding the
risks of human-induced climate change, and also to illustrate
the complex and uneven pace of scientific progress.

In this chapter, the time frame under consideration stops with
the publication of the Third Assessment Report (TAR; IPCC,
2001a). Developments subsequent to the TAR are described in
the other chapters of this report, and we refer to these chapters
throughout this first chapter.

1.2 The Nature of Earth Science

Science may be stimulated by argument and debate, but it
generally advances through formulating hypotheses clearly and
testing them objectively. This testing is the key to science. In
fact, one philosopher of science insisted that to be genuinely
scientific, a statement must be susceptible to testing that could
potentially show it to be false (Popper, 1934). In practice,
contemporary scientists usually submit their research findings

to the scrutiny of their peers, which includes disclosing the
methods that they use, so their results can be checked through
replication by other scientists. The insights and research results
of individual scientists, even scientists of unquestioned genius,
are thus confirmed or rejected in the peer-reviewed literature
by the combined efforts of many other scientists. It is not the
belief or opinion of the scientists that is important, but rather
the results of this testing. Indeed, when Albert Einstein was
informed of the publication of a book entitled /00 Authors
Against Einstein, he is said to have remarked, ‘If I were wrong,
then one would have been enough!” (Hawking, 1988); however,
that one opposing scientist would have needed proof in the form
of testable results.

Thus science is inherently self-correcting; incorrect or
incomplete scientific concepts ultimately do not survive repeated
testing against observations of nature. Scientific theories are
ways of explaining phenomena and providing insights that
can be evaluated by comparison with physical reality. Each
successful prediction adds to the weight of evidence supporting
the theory, and any unsuccessful prediction demonstrates that
the underlying theory is imperfect and requires improvement or
abandonment. Sometimes, only certain kinds of questions tend
to be asked about a scientific phenomenon until contradictions
build to a point where a sudden change of paradigm takes
place (Kuhn, 1996). At that point, an entire field can be rapidly
reconstructed under the new paradigm.

Despite occasional major paradigm shifts, the majority of
scientific insights, even unexpected insights, tend to emerge
incrementally as a result of repeated attempts to test hypotheses
as thoroughly as possible. Therefore, because almost every new
advance is based on the research and understanding that has
gone before, science is cumulative, with useful features retained
and non-useful features abandoned. Active research scientists,
throughout their careers, typically spend large fractions of their
working time studying in depth what other scientists have done.
Superficial or amateurish acquaintance with the current state of
a scientific research topic is an obstacle to a scientist’s progress.
Working scientists know that a day in the library can save a year
in the laboratory. Even Sir Isaac Newton (1675) wrote that if he
had ‘seen further it is by standing on the shoulders of giants’.
Intellectual honesty and professional ethics call for scientists to
acknowledge the work of predecessors and colleagues.

The attributes of science briefly described here can be used
in assessing competing assertions about climate change. Can
the statement under consideration, in principle, be proven false?
Has it been rigorously tested? Did it appear in the peer-reviewed
literature? Did it build on the existing research record where
appropriate? If the answer to any of these questions is no, then
less credence should be given to the assertion until it is tested
and independently verified. The IPCC assesses the scientific
literature to create a report based on the best available science
(Section 1.6). It must be acknowledged, however, that the [IPCC
also contributes to science by identifying the key uncertainties
and by stimulating and coordinating targeted research to answer
important climate change questions.
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Frequently Asked Question 1.1

What Factors Determine Earth’s Climate?

The climate system is a complex, interactive system consisting
of the atmosphere, land surface, snow and ice, oceans and other
bodies of water, and living things. The atmospheric component of
the climate system most obviously characterises climate; climate
is often defined as ‘average weather’. Climate is usually described
in terms of the mean and variability of temperature, precipitation
and wind over a period of time, ranging from months to millions
of vears (the classical period is 30 years). The climate system
evolves in time under the influence of its own internal dynamics
and due to changes in external factors that affect climate (called
‘forcings’). External forcings include natural phenomena such as
volcanic eruptions and solar variations, as well as human-induced
changes in atmospheric composition. Solar radiation powers the
climate system. There are three fundamental ways to change the
radiation balance of the Earth: 1) by changing the incoming solar
radiation (e.g., by changes in Earth’s orbit or in the Sun itself); 2)
by changing the fraction of solar radiation that is reflected (called

‘albedo’; e.g., by changes in cloud cover, atmospheric particles or
vegetation); and 3) by altering the longwave radiation from Earth
back towards space (e.g., by changing greenhouse gas concentra-
tions). Climate, in turn, responds directly to such changes, as well
as indirectly, through a variety of feedback mechanisms.

The amount of energy reaching the top of Earth’s atmosphere
each second on a surface area of one square metre facing the
Sun during daytime is about 1,370 Watts, and the amount of en-
ergy per square metre per second averaged over the entire planet
is one-quarter of this (see Figure 1). About 30% of the sunlight
that reaches the top of the atmosphere is reflected back to space.
Roughly two-thirds of this reflectivity is due to clouds and small
particles in the atmosphere known as ‘aerosols’ Light-coloured
areas of Earth’s surface - mainly snow, ice and deserts - reflect the
remaining one-third of the sunlight. The most dramatic change in
aerosol-produced reflectivity comes when major volcanic erup-
tions eject material very high into the atmosphere. Rain typically
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FAQ 1.1, Figure 1. Estimate of the Earth’s annual and global mean energy balance. Over the long term, the amount of incoming solar radiation absorbed by the Earth and
atmosphere is balanced by the Earth and atmosphere releasing the same amount of outgoing longwave radiation. About half of the incoming solar radiation is absorbed by the
Earth’s surface. This energy is transferred to the atmosphere by warming the air in contact with the surface (thermals), by evapotranspiration and by longwave radiation that is
absorbed by clouds and greenhouse gases. The atmosphere in turn radiates longwave energy back to Earth as well as out to space. Source: Kiehl and Trenberth (1997).
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clears aerosols out of the atmosphere in a week or two, but when
material from a violent volcanic eruption is projected far above
the highest cloud, these aerosols typically influence the climate
for about a year or two before falling into the troposphere and
being carried to the surface by precipitation. Major volcanic erup-
tions can thus cause a drop in mean global surface temperature of
about half a degree celsius that can last for months or even years.
Some man-made aerosols also significantly reflect sunlight.

The energy that is not reflected back to space is absorbed by
the Earth’s surface and atmosphere. This amount is approximately
240 Watts per square metre (W m-2). To balance the incoming en-
ergy, the Earth itself must radiate, on average, the same amount
of energy back to space. The Earth does this by emitting outgoing
longwave radiation. Everything on Earth emits longwave radia-
tion continuously. That is the heat energy one feels radiating out
from a fire; the warmer an object, the more heat energy it radi-
ates. To emit 240 W m-2, a surface would have to have a tem-
perature of around -19°C. This is much colder than the conditions
that actually exist at the Earth’s surface (the global mean surface
temperature is about 14°C). Instead, the necessary -19°C is found
at an altitude about 5 km above the surface.

The reason the Earth’s surface is this warm is the presence of
greenhouse gases, which act as a partial blanket for the longwave
radiation coming from the surface. This blanketing is known as
the natural greenhouse effect. The most important greenhouse
gases are water vapour and carbon dioxide. The two most abun-
dant constituents of the atmosphere - nitrogen and oxygen - have
no such effect. Clouds, on the other hand, do exert a blanketing
effect similar to that of the greenhouse gases; however, this effect
is offset by their reflectivity, such that on average, clouds tend to
have a cooling effect on climate (although locally one can feel the
warming effect: cloudy nights tend to remain warmer than clear
nights because the clouds radiate longwave energy back down
to the surface). Human activities intensify the blanketing effect
through the release of greenhouse gases. For instance, the amount
of carbon dioxide in the atmosphere has increased by about 35%
in the industrial era, and this increase is known to be due to hu-
man activities, primarily the combustion of fossil fuels and re-
moval of forests. Thus, humankind has dramatically altered the
chemical composition of the global atmosphere with substantial
implications for climate.

Because the Earth is a sphere, more solar energy arrives for a
given surface area in the tropics than at higher latitudes, where

sunlight strikes the atmosphere at a lower angle. Energy is trans-
ported from the equatorial areas to higher latitudes via atmo-
spheric and oceanic circulations, including storm systems. Energy
is also required to evaporate water from the sea or land surface,
and this energy, called latent heat, is released when water vapour
condenses in clouds (see Figure 1). Atmospheric circulation is pri-
marily driven by the release of this latent heat. Atmospheric cir-
culation in turn drives much of the ocean circulation through the
action of winds on the surface waters of the ocean, and through
changes in the ocean’s surface temperature and salinity through
precipitation and evaporation.

Due to the rotation of the Earth, the atmospheric circulation
patterns tend to be more east-west than north-south. Embedded
in the mid-latitude westerly winds are large-scale weather sys-
tems that act to transport heat toward the poles. These weather
systems are the familiar migrating low- and high-pressure sys-
tems and their associated cold and warm fronts. Because of land-
ocean temperature contrasts and obstacles such as mountain
ranges and ice sheets, the circulation system’s planetary-scale
atmospheric waves tend to be geographically anchored by conti-
nents and mountains although their amplitude can change with
time. Because of the wave patterns, a particularly cold winter
over North America may be associated with a particularly warm
winter elsewhere in the hemisphere. Changes in various aspects
of the climate system, such as the size of ice sheets, the type and
distribution of vegetation or the temperature of the atmosphere
or ocean will influence the large-scale circulation features of the
atmosphere and oceans.

There are many feedback mechanisms in the climate system
that can either amplify (‘positive feedback’) or diminish (‘negative
feedback’) the effects of a change in climate forcing. For example,
as rising concentrations of greenhouse gases warm Earth’s cli-
mate, snow and ice begin to melt. This melting reveals darker
land and water surfaces that were beneath the snow and ice,
and these darker surfaces absorb more of the Sun’s heat, causing
more warming, which causes more melting, and so on, in a self-
reinforcing cycle. This feedback loop, known as the ‘ice-albedo
feedback’, amplifies the initial warming caused by rising levels
of greenhouse gases. Detecting, understanding and accurately
quantifying climate feedbacks have been the focus of a great deal
of research by scientists unravelling the complexities of Earth’s
climate.

97



Historical Overview of Climate Change Science

Chapter 1

A characteristic of Earth sciences is that Earth scientists are
unable to perform controlled experiments on the planet as a
whole and then observe the results. In this sense, Earth science
is similar to the disciplines of astronomy and cosmology that
cannot conduct experiments on galaxies or the cosmos. This
is an important consideration, because it is precisely such
whole-Earth, system-scale experiments, incorporating the full
complexity of interacting processes and feedbacks, that might
ideally be required to fully verify or falsify climate change
hypotheses (Schellnhuber et al., 2004). Nevertheless, countless
empirical tests of numerous different hypotheses have built
up a massive body of Earth science knowledge. This repeated
testing has refined the understanding of numerous aspects of the
climate system, from deep oceanic circulation to stratospheric
chemistry. Sometimes a combination of observations and models
can be used to test planetary-scale hypotheses. For example,
the global cooling and drying of the atmosphere observed after
the eruption of Mt. Pinatubo (Section 8.6) provided key tests
of particular aspects of global climate models (Hansen et al.,
1992).

Another example is provided by past [PCC projections
of future climate change compared to current observations.
Figure 1.1 reveals that the model projections of global average
temperature from the First Assessment Report (FAR; IPCC,
1990) were higher than those from the Second Assessment
Report (SAR; IPCC, 1996). Subsequent observations (Section
3.2) showed that the evolution of the actual climate system
fell midway between the FAR and the SAR ‘best estimate’
projections and were within or near the upper range of
projections from the TAR (IPCC, 2001a).

Not all theories or early results are verified by later analysis.
In the mid-1970s, several articles about possible global cooling
appeared in the popular press, primarily motivated by analyses
indicating that Northern Hemisphere (NH) temperatures had
decreased during the previous three decades (e.g., Gwynne,
1975). In the peer-reviewed literature, a paper by Bryson
and Dittberner (1976) reported that increases in carbon
dioxide (CO,) should be associated with a decrease in global
temperatures. When challenged by Woronko (1977), Bryson and
Dittberner (1977) explained that the cooling projected by their
model was due to aerosols (small particles in the atmosphere)
produced by the same combustion that caused the increase in
CO,. However, because aerosols remain in the atmosphere only
a short time compared to CO,, the results were not applicable
for long-term climate change projections. This example of a
prediction of global cooling is a classic illustration of the self-
correcting nature of Earth science. The scientists involved were
reputable researchers who followed the accepted paradigm of
publishing in scientific journals, submitting their methods and
results to the scrutiny of their peers (although the peer-review
did not catch this problem), and responding to legitimate
criticism.

A recurring theme throughout this chapter is that climate
science in recent decades has been characterised by the
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Figure 1.1. Yearly global average surface temperature (Brohan et al., 2006), rela-
tive to the mean 1961 to 1990 values, and as projected in the FAR (IPCC, 1990), SAR
(IPCC, 1996) and TAR (IPCC, 2001a). The ‘best estimate’ model projections from the
FAR and SAR are in solid lines with their range of estimated projections shown by the
shaded areas. The TAR did not have ‘best estimate’ model projections but rather a
range of projections. Annual mean observations (Section 3.2) are depicted by black
circles and the thick black line shows decadal variations obtained by smoothing the
time series using a 13-point filter.

increasing rate of advancement of research in the field and
by the notable evolution of scientific methodology and tools,
including the models and observations that support and enable
the research. During the last four decades, the rate at which
scientists have added to the body of knowledge of atmospheric
and oceanic processes has accelerated dramatically. As scientists
incrementally increase the totality of knowledge, they publish
their results in peer-reviewed journals. Between 1965 and 1995,
the number of articles published per year in atmospheric science
journals tripled (Geerts, 1999). Focusing more narrowly,
Stanhill (2001) found that the climate change science literature
grew approximately exponentially with a doubling time of 11
years for the period 1951 to 1997. Furthermore, 95% of all the
climate change science literature since 1834 was published
after 1951. Because science is cumulative, this represents
considerable growth in the knowledge of climate processes and
in the complexity of climate research. An important example
of this is the additional physics incorporated in climate models
over the last several decades, as illustrated in Figure 1.2. As a
result of the cumulative nature of science, climate science today
is an interdisciplinary synthesis of countless tested and proven
physical processes and principles painstakingly compiled
and verified over several centuries of detailed laboratory
measurements, observational experiments and theoretical
analyses; and is now far more wide-ranging and physically
comprehensive than was the case only a few decades ago.
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1.3 Examples of Progress in
Detecting and Attributing Recent

Climate Change

1.3.1 The Human Fingerprint on Greenhouse

Gases

The high-accuracy measurements of atmospheric CO,
concentration, initiated by Charles David Keeling in 1958,
constitute the master time series documenting the changing
composition of the atmosphere (Keeling, 1961, 1998). These
data have iconic status in climate change science as evidence of
the effect of human activities on the chemical composition of
the global atmosphere (see FAQ 7.1). Keeling’s measurements
on Mauna Loa in Hawaii provide a true measure of the global
carbon cycle, an effectively continuous record of the burning of
fossil fuel. They also maintain an accuracy and precision that
allow scientists to separate fossil fuel emissions from those due
to the natural annual cycle of the biosphere, demonstrating a
long-term change in the seasonal exchange of CO, between
the atmosphere, biosphere and ocean. Later observations of
parallel trends in the atmospheric abundances of the 13CO,
isotope (Francey and Farquhar, 1982) and molecular oxygen
(0,) (Keeling and Shertz, 1992; Bender et al., 1996) uniquely
identified this rise in CO, with fossil fuel burning (Sections 2.3,
7.1 and 7.3).

To place the increase in CO, abundance since the late
1950s in perspective, and to compare the magnitude of the
anthropogenic increase with natural cycles in the past, a longer-
term record of CO, and other natural greenhouse gases is
needed. These data came from analysis of the composition of air
enclosed in bubbles in ice cores from Greenland and Antarctica.
The initial measurements demonstrated that CO, abundances
were significantly lower during the last ice age than over the
last 10 kyr of the Holocene (Delmas et al., 1980; Berner et al.,
1980; Neftel et al., 1982). From 10 kyr before present up to
the year 1750, CO, abundances stayed within the range 280
+ 20 ppm (Indermiihle et al., 1999). During the industrial era,
CO, abundance rose roughly exponentially to 367 ppm in 1999
(Neftel et al., 1985; Etheridge et al., 1996; IPCC, 2001a) and to
379 ppm in 2005 (Section 2.3.1; see also Section 6.4).

Direct atmospheric measurements since 1970 (Steele et al.,
1996) have also detected the increasing atmospheric abundances
of two other major greenhouse gases, methane (CH,) and nitrous
oxide (N,0O). Methane abundances were initially increasing at a
rate of about 1% yr-! (Graedel and McRae, 1980; Fraser et al.,
1981; Blake et al., 1982) but then slowed to an average increase
0f 0.4% yr-! over the 1990s (Dlugokencky et al., 1998) with the
possible stabilisation of CH, abundance (Section 2.3.2). The
increase in N,O abundance is smaller, about 0.25% yr-1, and
more difficult to detect (Weiss, 1981; Khalil and Rasmussen,
1988). To go back in time, measurements were made from firn
air trapped in snowpack dating back over 200 years, and these
data show an accelerating rise in both CH, and N,O into the
20th century (Machida et al., 1995; Battle et al., 1996). When
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ice core measurements extended the CH, abundance back
1 kyr, they showed a stable, relatively constant abundance of 700
ppb until the 19th century when a steady increase brought CH,
abundances to 1,745 ppb in 1998 (IPCC, 2001a) and 1,774 ppb
in 2005 (Section 2.3.2). This peak abundance is much higher than
the range of 400 to 700 ppb seen over the last half-million years
of glacial-interglacial cycles, and the increase can be readily
explained by anthropogenic emissions. For N,O the results are
similar: the relative increase over the industrial era is smaller
(15%), yet the 1998 abundance of 314 ppb (IPCC, 2001a), rising
to 319 ppb in 2005 (Section 2.3.3), is also well above the 180-
t0-260 ppb range of glacial-interglacial cycles (Fliickiger et al.,
1999; see Sections 2.3, 6.2, 6.3, 6.4, 7.1 and 7.4)

Several synthetic halocarbons (chlorofluorocarbons (CFCs),
hydrofluorocarbons, perfluorocarbons, halons and sulphur
hexafluoride) are greenhouse gases with large global warming
potentials (GWPs; Section 2.10). The chemical industry has
been producing these gases and they have been leaking into the
atmosphere since about 1930. Lovelock (1971) first measured
CFC-11 (CFCl,) in the atmosphere, noting that it could serve as
an artificial tracer, with its north-south gradient reflecting the
latitudinal distribution of anthropogenic emissions. Atmospheric
abundances of all the synthetic halocarbons were increasing
until the 1990s, when the abundance of halocarbons phased
out under the Montreal Protocol began to fall (Montzka et al.,
1999; Prinn et al., 2000). In the case of synthetic halocarbons
(except perfluoromethane), ice core research has shown that
these compounds did not exist in ancient air (Langenfelds et
al., 1996) and thus confirms their industrial human origin (see
Sections 2.3 and 7.1).

Atthe time of the TAR scientists could say that the abundances
of all the well-mixed greenhouse gases during the 1990s were
greater than at any time during the last half-million years (Petit
etal, 1999), and this record now extends back nearly one million
years (Section 6.3). Given this daunting picture of increasing
greenhouse gas abundances in the atmosphere, it is noteworthy
that, for simpler challenges but still on a hemispheric or even
global scale, humans have shown the ability to undo what they
have done. Sulphate pollution in Greenland was reversed in
the 1980s with the control of acid rain in North America and
Europe (IPCC, 2001b), and CFC abundances are declining
globally because of their phase-out undertaken to protect the
ozone layer.

1.3.2 Global Surface Temperature

Shortly after the invention of the thermometer in the early
1600s, efforts began to quantify and record the weather. The
first meteorological network was formed in northern Italy in
1653 (Kington, 1988) and reports of temperature observations
were published in the earliest scientific journals (e.g., Wallis and
Beale, 1669). By the latter part of the 19th century, systematic
observations of the weather were being made in almost all
inhabited areas of the world. Formal international coordination
of meteorological observations from ships commenced in 1853
(Quetelet, 1854).
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Inspired by the paper Suggestions
on a Uniform System of Meteorological
Observations (Buys-Ballot, 1872), the r
International Meteorological Organization 0.2
(IMO) was formed in 1873. Its successor,
the World Meteorological Organization
(WMO), still works to promote and
exchange standardised meteorological
observations. Yet even with uniform
observations, there are still four major
obstacles to  turning  instrumental
observations into accurate global time
series: (1) access to the data in usable
form; (2) quality control to remove or edit 0.6
erroneous data points; (3) homogeneity -
assessments and  adjustments  where 08
necessary to ensure the fidelity of the data;
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and (4) area-averaging in the presence of 1840
substantial gaps.

Koppen (1873, 1880, 1881) was the
first scientist to overcome most of these
obstacles in his quest to study the effect of
changes in sunspots (Section 2.7). Much
of his data came from Dove (1852), but
wherever possible he used data directly from
the original source, because Dove often
lacked information about the observing
methods. Kdppen considered examination
of the annual mean temperature to be an
adequate technique for quality control of far distant stations.
Using data from more than 100 stations, Koppen averaged
annual observations into several major latitude belts and then
area-averaged these into a near-global time series shown in
Figure 1.3.

Callendar (1938) produced the next global temperature
time series expressly to investigate the influence of CO, on
temperature (Section 2.3). Callendar examined about 200
station records. Only a small portion of them were deemed
defective, based on quality concerns determined by comparing
differences with neighbouring stations or on homogeneity
concerns based on station changes documented in the recorded
metadata. After further removing two arctic stations because
he had no compensating stations from the antarctic region, he
created a global average using data from 147 stations.

Most of Callendar’s data came from World Weather Records
(WWR; Clayton, 1927). Initiated by a resolution at the 1923
IMO Conference, WWR was a monumental international
undertaking producing a 1,196-page volume of monthly
temperature, precipitation and pressure data from hundreds
of stations around the world, some with data starting in the
early 1800s. In the early 1960s, J. Wolbach had these data
digitised (National Climatic Data Center, 2002). The WWR
project continues today under the auspices of the WMO with
the digital publication of decadal updates to the climate records
for thousands of stations worldwide (National Climatic Data
Center, 2005).

1860 1880 1900 1920 1940 1960 1980 2000

Year

Figure 1.3. Published records of surface temperature change over large regions. Képpen (1881) tropics
and temperate latitudes using land air temperature. Callendar (1938) global using land stations. Willett
(1950) global using land stations. Callendar (1961) 60°N to 60°S using land stations. Mitchell (1963) global
using land stations. Budyko (1969) Northern Hemisphere using land stations and ship reports. Jones et al.
(1986a,b) global using land stations. Hansen and Lebedeff (1987) global using land stations. Brohan et al.
(2006) global using land air temperature and sea surface temperature data is the longest of the currently
updated global temperature time series (Section 3.2). All time series were smoothed using a 13-point filter.
The Brohan et al. (2006) time series are anomalies from the 1961 to 1990 mean (°C). Each of the other time
series was originally presented as anomalies from the mean temperature of a specific and differing base
period. To make them comparable, the other time series have been adjusted to have the mean of their last
30 years identical to that same period in the Brohan et al. (2006) anomaly time series.

Willett (1950) also used WWR as the main source of data for
129 stations that he used to create a global temperature time series
going back to 1845. While the resolution that initiated WWR
called for the publication of long and homogeneous records,
Willett took this mandate one step further by carefully selecting
a subset of stations with as continuous and homogeneous a
record as possible from the most recent update of WWR, which
included data through 1940. To avoid over-weighting certain
areas such as Europe, only one record, the best available, was
included from each 10° latitude and longitude square. Station
monthly data were averaged into five-year periods and then
converted to anomalies with respect to the five-year period
1935 to 1939. Each station’s anomaly was given equal weight
to create the global time series.

Callendar in turn created a new near-global temperature
time series in 1961 and cited Willett (1950) as a guide for
some of his improvements. Callendar (1961) evaluated 600
stations with about three-quarters of them passing his quality
checks. Unbeknownst to Callendar, a former student of Willett,
Mitchell (1963), in work first presented in 1961, had created
his own updated global temperature time series using slightly
fewer than 200 stations and averaging the data into latitude
bands. Landsberg and Mitchell (1961) compared Callendar’s
results with Mitchell’s and stated that there was generally good
agreement except in the data-sparse regions of the Southern
Hemisphere.
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Meanwhile, research in Russia was proceeding on a very
different method to produce large-scale time series. Budyko
(1969) used smoothed, hand-drawn maps of monthly temperature
anomalies as a starting point. While restricted to analysis of the
NH, this map-based approach not only allowed the inclusion of
an increasing number of stations over time (e.g., 246 in 1881,
753 in 1913, 976 in 1940 and about 2,000 in 1960) but also the
utilisation of data over the oceans (Robock, 1982).

Increasing the number of stations utilised has been a
continuing theme over the last several decades with considerable
effort being spent digitising historical station data as well as
addressing the continuing problem of acquiring up-to-date data,
as there can be a long lag between making an observation and
the data getting into global data sets. During the 1970s and
1980s, several teams produced global temperature time series.
Advances especially worth noting during this period include the
extended spatial interpolation and station averaging technique
of Hansen and Lebedeff (1987) and the Jones et al. (1986a,b)
painstaking assessment of homogeneity and adjustments to
account for discontinuities in the record of each of the thousands
of stations in a global data set. Since then, global and national
data sets have been rigorously adjusted for homogeneity using
a variety of statistical and metadata-based approaches (Peterson
et al., 1998).

One recurring homogeneity concern is potential urban heat
island contamination in global temperature time series. This
concern has been addressed in two ways. The first is by adjusting
the temperature of urban stations to account for assessed urban
heat island effects (e.g., Karl et al., 1988; Hansen et al., 2001).
The second is by performing analyses that, like Callendar
(1938), indicate that the bias induced by urban heat islands
in the global temperature time series is either minor or non-
existent (Jones et al., 1990; Peterson et al., 1999).

As the importance of ocean data became increasingly
recognised, a major effort was initiated to seek out, digitise
and quality-control historical archives of ocean data. This work
has since grown into the International Comprehensive Ocean-
Atmosphere Data Set (ICOADS; Worley et al., 2005), which
has coordinated the acquisition, digitisation and synthesis of
data ranging from transmissions by Japanese merchant ships
to the logbooks of South African whaling boats. The amount
of sea surface temperature (SST) and related data acquired
continues to grow.

As fundamental as the basic data work of ICOADS was,
there have been two other major advances in SST data. The first
was adjusting the early observations to make them comparable
to current observations (Section 3.2). Prior to 1940, the majority
of SST observations were made from ships by hauling a bucket
on deck filled with surface water and placing a thermometer in
it. This ancient method eventually gave way to thermometers
placed in engine cooling water inlets, which are typically
located several metres below the ocean surface. Folland and
Parker (1995) developed an adjustment model that accounted
for heat loss from the buckets and that varied with bucket size
and type, exposure to solar radiation, ambient wind speed and
ship speed. They verified their results using time series of
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night marine air temperature. This adjusted the early bucket
observations upwards by a few tenths of a degree celsius.

Most of the ship observations are taken in narrow shipping
lanes, so the second advance has been increasing global
coverage in a variety of ways. Direct improvement of coverage
has been achieved by the internationally coordinated placement
of drifting and moored buoys. The buoys began to be numerous
enough to make significant contributions to SST analyses in
the mid-1980s (McPhaden et al., 1998) and have subsequently
increased to more than 1,000 buoys transmitting data at any one
time. Since 1982, satellite data, anchored to in situ observations,
have contributed to near-global coverage (Reynolds and Smith,
1994). In addition, several different approaches have been used
to interpolate and combine land and ocean observations into the
current global temperature time series (Section 3.2). To place
the current instrumental observations into a longer historical
context requires the use of proxy data (Section 6.2).

Figure 1.3 depicts several historical ‘global’ temperature
time series, together with the longest of the current global
temperature time series, that of Brohan et al. (2006; Section
3.2). While the data and the analysis techniques have changed
over time, all the time series show a high degree of consistency
since 1900. The differences caused by using alternate data
sources and interpolation techniques increase when the data
are sparser. This phenomenon is especially illustrated by the
pre-1880 values of Willett’s (1950) time series. Willett noted
that his data coverage remained fairly constant after 1885 but
dropped off dramatically before that time to only 11 stations
before 1850. The high degree of agreement between the time
series resulting from these many different analyses increases
the confidence that the changes they are indicating are real.

Despite the fact that many recent observations are automatic,
the vast majority of data that go into global surface temperature
calculations — over 400 million individual readings of
thermometers at land stations and over 140 million individual
in situ SST observations — have depended on the dedication of
tens of thousands of individuals for well over a century. Climate
science owes a great debt to the work of these individual weather
observers as well as to international organisations such as the
IMO, WMO and the Global Climate Observing System, which
encourage the taking and sharing of high-quality meteorological
observations. While modern researchers and their institutions
put a great deal of time and effort into acquiring and adjusting
the data to account for all known problems and biases,
century-scale global temperature time series would not have
been possible without the conscientious work of individuals
and organisations worldwide dedicated to quantifying and
documenting their local environment (Section 3.2).

1.3.3 Detection and Attribution

Using knowledge of past climates to qualify the nature of
ongoing changes has become a concern of growing importance
during the last decades, as reflected in the successive IPCC
reports. While linked together at a technical level, detection
and attribution have separate objectives. Detection of climate
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change is the process of demonstrating that climate has changed
in some defined statistical sense, without providing a reason
for that change. Attribution of causes of climate change is
the process of establishing the most likely causes for the
detected change with some defined level of confidence. Using
traditional approaches, unequivocal attribution would require
controlled experimentation with our climate system. However,
with no spare Earth with which to experiment, attribution
of anthropogenic climate change must be pursued by: (a)
detecting that the climate has changed (as defined above);
(b) demonstrating that the detected change is consistent with
computer model simulations of the climate change ‘signal’ that
is calculated to occur in response to anthropogenic forcing; and
(c) demonstrating that the detected change is not consistent with
alternative, physically plausible explanations of recent climate
change that exclude important anthropogenic forcings.

Both detection and attribution rely on observational data
and model output. In spite of the efforts described in Section
1.3.2, estimates of century-scale natural climate fluctuations
remain difficult to obtain directly from observations due to the
relatively short length of most observational records and a lack
of understanding of the full range and effects of the various
and ongoing external influences. Model simulations with no
changes in external forcing (e.g., no increases in atmospheric
CO, concentration) provide valuable information on the natural
internal variability of the climate system on time scales of years
to centuries. Attribution, on the other hand, requires output from
model runs that incorporate historical estimates of changes in
key anthropogenic and natural forcings, such as well-mixed
greenhouse gases, volcanic aerosols and solar irradiance. These
simulations can be performed with changes in a single forcing
only (which helps to isolate the climate effect of that forcing),
or with simultaneous changes in a whole suite of forcings.

In the early years of detection and attribution research, the
focus was on a single time series — the estimated global-mean
changes in the Earth’s surface temperature. While it was not
possible to detect anthropogenic warming in 1980, Madden
and Ramanathan (1980) and Hansen et al. (1981) predicted it
would be evident at least within the next two decades. A decade
later, Wigley and Raper (1990) used a simple energy-balance
climate model to show that the observed change in global-mean
surface temperature from 1867 to 1982 could not be explained
by natural internal variability. This finding was later confirmed
using variability estimates from more complex coupled ocean-
atmosphere general circulation models (e.g., Stouffer et al.,
1994).

As the science of climate change progressed, detection
and attribution research ventured into more sophisticated
statistical analyses that examined complex patterns of climate
change. Climate change patterns or ‘fingerprints’ were no
longer limited to a single variable (temperature) or to the
Earth’s surface. More recent detection and attribution work
has made use of precipitation and global pressure patterns,
and analysis of vertical profiles of temperature change in the
ocean and atmosphere. Studies with multiple variables make it
easier to address attribution issues. While two different climate

forcings may yield similar changes in global mean temperature,
it is highly unlikely that they will produce exactly the same
“fingerprint’ (i.e., climate changes that are identical as a function
of latitude, longitude, height, season and history over the
20th century).

Such model-predicted fingerprints of anthropogenic climate
change are clearly statistically identifiable in observed data.
The common conclusion of a wide range of fingerprint studies
conducted over the past 15 years is that observed climate changes
cannot be explained by natural factors alone (Santer et al.,
1995, 1996a,b,c; Hegerl et al., 1996, 1997, 2000; Hasselmann,
1997; Barnett et al., 1999; Tett et al., 1999; Stott et al., 2000). A
substantial anthropogenic influence is required in order to best
explain the observed changes. The evidence from this body of
work strengthens the scientific case for a discernible human
influence on global climate.

1.4 Examples of Progress in

Understanding Climate Processes

1.4.1 The Earth’s Greenhouse Effect

The realisation that Earth’s climate might be sensitive to the
atmospheric concentrations of gases that create a greenhouse
effect is more than a century old. Fleming (1998) and Weart
(2003) provided an overview of the emerging science. In terms
of the energy balance of the climate system, Edme Mariotte
noted in 1681 that although the Sun’s light and heat easily pass
through glass and other transparent materials, heat from other
sources (chaleur de feu) does not. The ability to generate an
artificial warming of the Earth’s surface was demonstrated in
simple greenhouse experiments such as Horace Benedict de
Saussure’s experiments in the 1760s using a ‘heliothermometer’
(panes of glass covering a thermometer in a darkened box) to
provide an early analogy to the greenhouse effect. It was a
conceptual leap to recognise that the air itself could also trap
thermal radiation. In 1824, Joseph Fourier, citing Saussure,
argued ‘the temperature [of the Earth] can be augmented by
the interposition of the atmosphere, because heat in the state
of light finds less resistance in penetrating the air, than in
repassing into the air when converted into non-luminous heat’.
In 1836, Pouillit followed up on Fourier’s ideas and argued
‘the atmospheric stratum...exercises a greater absorption
upon the terrestrial than on the solar rays’. There was still no
understanding of exactly what substance in the atmosphere was
responsible for this absorption.

In 1859, John Tyndall (1861) identified through laboratory
experiments the absorption of thermal radiation by complex
molecules (as opposed to the primary bimolecular atmospheric
constituents O, and molecular nitrogen). He noted that changes
in the amount of any of the radiatively active constituents of the
atmosphere such as water (H,O) or CO, could have produced
‘all the mutations of climate which the researches of geologists
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Frequently Asked Question 1.2

What is the Relationship between Climate Change

and Weather?

Climate is generally defined as average weather, and as such,
climate change and weather are intertwined. Observations can
show that there have been changes in weather, and it is the statis-
tics of changes in weather over time that identify climate change.
While weather and climate are closely related, there are important
differences. A common confusion between weather and climate
arises when scientists are asked how they can predict climate 50
years from now when they cannot predict the weather a few weeks
from now. The chaotic nature of weather makes it unpredictable
beyond a few days. Projecting changes in climate (i.e., long-term
average weather) due to changes in atmospheric composition or
other factors is a very different and much more manageable issue.
As an analogy, while it is impossible to predict the age at which
any particular man will die, we can say with high confidence that
the average age of death for men in industrialised countries is
about 75. Another common confusion of these issues is thinking

that a cold winter or a cooling spot on the globe is evidence against
global warming. There are always extremes of hot and cold, al-
though their frequency and intensity change as climate changes.
But when weather is averaged over space and time, the fact that

the globe is warming emerges clearly from the data.
Meteorologists put a great deal of effort into observing, un-
derstanding and predicting the day-to-day evolution of weath-
er systems. Using physics-based concepts that govern how the
atmosphere moves, warms, cools, rains, snows, and evaporates
water, meteorologists are typically able to predict the weather
successfully several days into the future. A major limiting factor
to the predictability of weather beyond several days is a funda-
mental dynamical property of the atmosphere. In the 1960s, me-
teorologist Edward Lorenz discovered that very slight differences
in initial conditions can produce very different forecast results.
(continued)
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This is the so-called butterfly effect: a butterfly flapping its wings
(or some other small phenomenon) in one place can, in principle,
alter the subsequent weather pattern in a distant place. At the
core of this effect is chaos theory, which deals with how small
changes in certain variables can cause apparent randomness in
complex systems.

Nevertheless, chaos theory does not imply a total lack of or-
der. For example, slightly different conditions early in its history
might alter the day a storm system would arrive or the exact path
it would take, but the average temperature and precipitation (that
is, climate) would still be about the same for that region and that
period of time. Because a significant problem facing weather fore-
casting is knowing all the conditions at the start of the forecast
period, it can be useful to think of climate as dealing with the
background conditions for weather. More precisely, climate can
be viewed as concerning the status of the entire Earth system, in-
cluding the atmosphere, land, oceans, snow, ice and living things
(see Figure 1) that serve as the global background conditions that
determine weather patterns. An example of this would be an El
Nifio affecting the weather in coastal Peru. The El Nifio sets limits
on the probable evolution of weather patterns that random effects
can produce. A La Nifia would set different limits.

Another example is found in the familiar contrast between
summer and winter. The march of the seasons is due to changes in
the geographical patterns of energy absorbed and radiated away
by the Earth system. Likewise, projections of future climate are

shaped by fundamental changes in heat energy in the Earth sys-
tem, in particular the increasing intensity of the greenhouse effect
that traps heat near Earth’s surface, determined by the amount of
carbon dioxide and other greenhouse gases in the atmosphere.
Projecting changes in climate due to changes in greenhouse gas-
es 50 years from now is a very different and much more easily
solved problem than forecasting weather patterns just weeks from
now. To put it another way, long-term variations brought about
by changes in the composition of the atmosphere are much more
predictable than individual weather events. As an example, while
we cannot predict the outcome of a single coin toss or roll of the
dice, we can predict the statistical behaviour of a large number
of such trials.

While many factors continue to influence climate, scientists
have determined that human activities have become a dominant
force, and are responsible for most of the warming observed over
the past 50 years. Human-caused climate change has resulted pri-
marily from changes in the amounts of greenhouse gases in the
atmosphere, but also from changes in small particles (aerosols), as
well as from changes in land use, for example. As climate changes,
the probabilities of certain types of weather events are affected.
For example, as Earth’s average temperature has increased, some
weather phenomena have become more frequent and intense (e.g.,
heat waves and heavy downpours), while others have become less
frequent and intense (e.g., extreme cold events).

reveal’. In 1895, Svante Arrhenius (1896) followed with a
climate prediction based on greenhouse gases, suggesting that
a 40% increase or decrease in the atmospheric abundance of the
trace gas CO, might trigger the glacial advances and retreats.
One hundred years later, it would be found that CO, did indeed
vary by this amount between glacial and interglacial periods.
However, it now appears that the initial climatic change preceded
the change in CO, but was enhanced by it (Section 6.4).

G. S. Callendar (1938) solved a set of equations linking
greenhouse gases and climate change. He found that a doubling
of atmospheric CO, concentration resulted in an increase
in the mean global temperature of 2°C, with considerably
more warming at the poles, and linked increasing fossil fuel
combustion with a rise in CO, and its greenhouse effects: ‘As
man is now changing the composition of the atmosphere at a
rate which must be very exceptional on the geological time
scale, it is natural to seek for the probable effects of such a
change. From the best laboratory observations it appears that
the principal result of increasing atmospheric carbon dioxide...
would be a gradual increase in the mean temperature of the
colder regions of the Earth.” In 1947, Ahlmann reported a 1.3°C
warming in the North Atlantic sector of the Arctic since the 19th
century and mistakenly believed this climate variation could be
explained entirely by greenhouse gas warming. Similar model

predictions were echoed by Plass in 1956 (see Fleming, 1998):
‘If at the end of this century, measurements show that the carbon
dioxide content of the atmosphere has risen appreciably and at
the same time the temperature has continued to rise throughout
the world, it will be firmly established that carbon dioxide is an
important factor in causing climatic change’ (see Chapter 9).

In trying to understand the carbon cycle, and specifically
how fossil fuel emissions would change atmospheric CO,, the
interdisciplinary field of carbon cycle science began. One of the
first problems addressed was the atmosphere-ocean exchange
of CO,. Revelle and Suess (1957) explained why part of the
emitted CO, was observed to accumulate in the atmosphere
rather than being completely absorbed by the oceans. While
CO, can be mixed rapidly into the upper layers of the ocean,
the time to mix with the deep ocean is many centuries. By
the time of the TAR, the interaction of climate change with
the oceanic circulation and biogeochemistry was projected to
reduce the fraction of anthropogenic CO, emissions taken up
by the oceans in the future, leaving a greater fraction in the
atmosphere (Sections 7.1, 7.3 and 10.4).

In the 1950s, the greenhouse gases of concern remained
CO, and H,O, the same two identified by Tyndall a century
earlier. It was not until the 1970s that other greenhouse
gases — CH,, N,O and CFCs — were widely recognised as
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important anthropogenic greenhouse gases (Ramanathan, 1975;
Wang et al., 1976; Section 2.3). By the 1970s, the importance
of aerosol-cloud effects in reflecting sunlight was known
(Twomey, 1977), and atmospheric aerosols (suspended small
particles) were being proposed as climate-forcing constituents.
Charlson and others (summarised in Charlson et al., 1990) built
a consensus that sulphate aerosols were, by themselves, cooling
the Earth’s surface by directly reflecting sunlight. Moreover, the
increases in sulphate aerosols were anthropogenic and linked
with the main source of CO,, burning of fossil fuels (Section
2.4). Thus, the current picture of the atmospheric constituents
driving climate change contains a much more diverse mix of
greenhouse agents.

1.4.2 Past Climate Observations, Astronomical
Theory and Abrupt Climate Changes

Throughout the 19th and 20th centuries, a wide range of
geomorphology and palacontology studies has provided new
insight into the Earth’s past climates, covering periods of
hundreds of millions of years. The Palaeozoic Era, beginning
600 Ma, displayed evidence of both warmer and colder climatic
conditions than the present; the Tertiary Period (65 to 2.6 Ma)
was generally warmer; and the Quaternary Period (2.6 Ma to
the present — the ice ages) showed oscillations between glacial
and interglacial conditions. Louis Agassiz (1837) developed the
hypothesis that Europe had experienced past glacial ages, and
there has since been a growing awareness that long-term climate
observations can advance the understanding of the physical
mechanisms affecting climate change. The scientific study of
one such mechanism — modifications in the geographical and
temporal patterns of solar energy reaching the Earth’s surface
due to changes in the Earth’s orbital parameters — has a long
history. The pioneering contributions of Milankovitch (1941) to
this astronomical theory of climate change are widely known,
and the historical review of Imbrie and Imbrie (1979) calls
attention to much earlier contributions, such as those of James
Croll, originating in 1864.

The pace of palaeoclimatic research has accelerated
over recent decades. Quantitative and well-dated records of
climate fluctuations over the last 100 kyr have brought a more
comprehensive view of how climate changes occur, as well
as the means to test elements of the astronomical theory. By
the 1950s, studies of deep-sea cores suggested that the ocean
temperatures may have been different during glacial times
(Emiliani, 1955). Ewing and Donn (1956) proposed that
changes in ocean circulation actually could initiate an ice age.
In the 1960s, the works of Emiliani (1969) and Shackleton
(1967) showed the potential of isotopic measurements in deep-
sea sediments to help explain Quaternary changes. In the 1970s,
it became possible to analyse a deep-sea core time series of
more than 700 kyr, thereby using the last reversal of the Earth’s
magnetic field to establish a dated chronology. This deep-sea
observational record clearly showed the same periodicities
found in the astronomical forcing, immediately providing
strong support to Milankovitch’s theory (Hays et al., 1976).
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Ice cores provide key information about past climates,
including surface temperatures and atmospheric chemical
composition. The bubbles sealed in the ice are the only available
samples of these past atmospheres. The first deep ice cores from
Vostok in Antarctica (Barnola et al., 1987; Jouzel et al., 1987,
1993) provided additional evidence of the role of astronomical
forcing. They also revealed a highly correlated evolution of
temperature changes and atmospheric composition, which
was subsequently confirmed over the past 400 kyr (Petit et al.,
1999) and now extends to almost 1 Myr. This discovery drove
research to understand the causal links between greenhouse
gases and climate change. The same data that confirmed the
astronomical theory also revealed its limits: a linear response
of the climate system to astronomical forcing could not explain
entirely the observed fluctuations of rapid ice-age terminations
preceded by longer cycles of glaciations.

The importance of other sources of climate variability was
heightened by the discovery of abrupt climate changes. In this
context, ‘abrupt’ designates regional events of large amplitude,
typically a few degrees celsius, which occurred within several
decades — much shorter than the thousand-year time scales
that characterise changes in astronomical forcing. Abrupt
temperature changes were first revealed by the analysis of deep
ice cores from Greenland (Dansgaard et al., 1984). Oeschger
et al. (1984) recognised that the abrupt changes during the
termination of the last ice age correlated with cooling in
Gerzensee (Switzerland) and suggested that regime shifts in
the Atlantic Ocean circulation were causing these widespread
changes. The synthesis of palacoclimatic observations by
Broecker and Denton (1989) invigorated the community over
the next decade. By the end of the 1990s, it became clear that
the abrupt climate changes during the last ice age, particularly in
the North Atlantic regions as found in the Greenland ice cores,
were numerous (Dansgaard et al., 1993), indeed abrupt (Alley
et al., 1993) and of large amplitude (Severinghaus and Brook,
1999). They are now referred to as Dansgaard-Oeschger events.
A similar variability is seen in the North Atlantic Ocean, with
north-south oscillations of the polar front (Bond et al., 1992) and
associated changes in ocean temperature and salinity (Cortijo et
al., 1999). With no obvious external forcing, these changes are
thought to be manifestations of the internal variability of the
climate system.

The importance of internal variability and processes was
reinforced in the early 1990s with analysis of records with
high temporal resolution. New ice cores (Greenland Ice Core
Project, Johnsen et al., 1992; Greenland Ice Sheet Project 2,
Grootes et al., 1993), new ocean cores from regions with high
sedimentation rates, as well as lacustrine sediments and cave
stalagmites produced additional evidence for unforced climate
changes, and revealed a large number of abrupt changes in many
regions throughout the last glacial cycle. Long sediment cores
from the deep ocean were used to reconstruct the thermohaline
circulation connecting deep and surface waters (Bond et al.,
1992; Broecker, 1997) and to demonstrate the participation
of the ocean in these abrupt climate changes during glacial
periods.
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By the end of the 1990s, palacoclimate proxies for a range
of climate observations had expanded greatly. The analysis
of deep corals provided indicators for nutrient content and
mass exchange from the surface to deep water (Adkins et al.,
1998), showing abrupt variations characterised by synchronous
changes in surface and deep-water properties (Shackleton et
al., 2000). Precise measurements of the CH, abundances (a
global quantity) in polar ice cores showed that they changed in
concert with the Dansgaard-Oeschger events and thus allowed
for synchronisation of the dating across ice cores (Blunier
et al., 1998). The characteristics of the antarctic temperature
variations and their relation to the Dansgaard-Oeschger events in
Greenland were consistent with the simple concept of a bipolar
seesaw caused by changes in the thermohaline circulation of
the Atlantic Ocean (Stocker, 1998). This work underlined the
role of the ocean in transmitting the signals of abrupt climate
change.

Abrupt changes are often regional, for example, severe
droughts lasting for many years have changed civilizations, and
have occurred during the last 10 kyr of stable warm climate
(deMenocal, 2001). This result has altered the notion of a stable
climate during warm epochs, as previously suggested by the
polar ice cores. The emerging picture of an unstable ocean-
atmosphere system has opened the debate of whether human
interference through greenhouse gases and aerosols could
trigger such events (Broecker, 1997).

Palaeoclimate reconstructions cited in the FAR were based
on various data, including pollen records, insect and animal
remains, oxygen isotopes and other geological data from lake
varves, loess, ocean sediments, ice cores and glacier termini.
These records provided estimates of climate variability on
time scales up to millions of years. A climate proxy is a local
quantitative record (e.g., thickness and chemical properties of
tree rings, pollen of different species) that is interpreted as a
climate variable (e.g., temperature or rainfall) using a transfer
function that is based on physical principles and recently
observed correlations between the two records. The combination
of instrumental and proxy data began in the 1960s with the
investigation of the influence of climate on the proxy data,
including tree rings (Fritts, 1962), corals (Weber and Woodhead,
1972; Dunbar and Wellington, 1981) and ice cores (Dansgaard
et al., 1984; Jouzel et al., 1987). Phenological and historical
data (e.g., blossoming dates, harvest dates, grain prices,
ships’ logs, newspapers, weather diaries, ancient manuscripts)
are also a valuable source of climatic reconstruction for the
period before instrumental records became available. Such
documentary data also need calibration against instrumental
data to extend and reconstruct the instrumental record (Lamb,
1969; Zhu, 1973; van den Dool, 1978; Brazdil, 1992; Pfister,
1992). With the development of multi-proxy reconstructions,
the climate data were extended not only from local to global,
but also from instrumental data to patterns of climate variability
(Wanner et al., 1995; Mann et al., 1998; Luterbacher et al.,
1999). Most of these reconstructions were at single sites and
only loose efforts had been made to consolidate records. Mann
et al. (1998) made a notable advance in the use of proxy data by

ensuring that the dating of different records lined up. Thus, the
true spatial patterns of temperature variability and change could
be derived, and estimates of NH average surface temperatures
were obtained.

The Working Group I (WGI) WGI FAR noted that past
climates could provide analogues. Fifteen years of research
since that assessment has identified a range of variations and
instabilities in the climate system that occurred during the last
2 Myr of glacial-interglacial cycles and in the super-warm period
of 50 Ma. These past climates do not appear to be analogues of
the immediate future, yet they do reveal a wide range of climate
processes that need to be understood when projecting 21st-
century climate change (see Chapter 6).

1.4.3 Solar Variability and the Total Solar
Irradiance

Measurement of the absolute value of total solar irradiance
(TSI) is difficult from the Earth’s surface because of the need
to correct for the influence of the atmosphere. Langley (1884)
attempted to minimise the atmospheric effects by taking
measurements from high on Mt. Whitney in California, and
to estimate the correction for atmospheric effects by taking
measurements at several times of day, for example, with the
solar radiation having passed through different atmospheric
pathlengths. Between 1902 and 1957, Charles Abbot and a
number of other scientists around the globe made thousands of
measurements of TSI from mountain sites. Values ranged from
1,322 to 1,465 W m~2, which encompasses the current estimate
of 1,365 W m=2. Foukal et al. (1977) deduced from Abbot’s
daily observations that higher values of TSI were associated
with more solar faculae (e.g., Abbot, 1910).

In 1978, the Nimbus-7 satellite was launched with a cavity
radiometer and provided evidence of variations in TSI (Hickey
et al., 1980). Additional observations were made with an active
cavity radiometer on the Solar Maximum Mission, launched
in 1980 (Willson et al., 1980). Both of these missions showed
that the passage of sunspots and faculae across the Sun’s disk
influenced TSI. At the maximum of the 11-year solar activity
cycle, the TSI is larger by about 0.1% than at the minimum.
The observation that TSI is highest when sunspots are at their
maximum is the opposite of Langley’s (1876) hypothesis.

As early as 1910, Abbot believed that he had detected a
downward trend in TSI that coincided with a general cooling
of climate. The solar cycle variation in irradiance corresponds
to an 11-year cycle in radiative forcing which varies by about
0.2 W m=2. There is increasingly reliable evidence of its
influence on atmospheric temperatures and circulations,
particularly in the higher atmosphere (Reid, 1991; Brasseur,
1993; Balachandran and Rind, 1995; Haigh, 1996; Labitzke and
van Loon, 1997; van Loon and Labitzke, 2000). Calculations
with three-dimensional models (Wetherald and Manabe, 1975;
Cubasch et al., 1997; Lean and Rind, 1998; Tett et al., 1999;
Cubasch and Voss, 2000) suggest that the changes in solar
radiation could cause surface temperature changes of the order
of a few tenths of a degree celsius.
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For the time before satellite measurements became available,
the solar radiation variations can be inferred from cosmogenic
isotopes (19Be, 4C) and from the sunspot number. Naked-cye
observations of sunspots date back to ancient times, but it was
only after the invention of the telescope in 1607 that it became
possible to routinely monitor the number, size and position of
these ‘stains’ on the surface of the Sun. Throughout the 17th
and 18th centuries, numerous observers noted the variable
concentrations and ephemeral nature of sunspots, but very few
sightings were reported between 1672 and 1699 (for an overview
see Hoyt et al., 1994). This period of low solar activity, now
known as the Maunder Minimum, occurred during the climate
period now commonly referred to as the Little Ice Age (Eddy,
1976). There is no exact agreement as to which dates mark the
beginning and end of the Little Ice Age, but from about 1350 to
about 1850 is one reasonable estimate.

During the latter part of the 18th century, Wilhelm Herschel
(1801) noted the presence not only of sunspots but of bright
patches, now referred to as faculae, and of granulations on
the solar surface. He believed that when these indicators of
activity were more numerous, solar emissions of light and heat
were greater and could affect the weather on Earth. Heinrich
Schwabe (1844) published his discovery of a ‘10-year cycle’
in sunspot numbers. Samuel Langley (1876) compared the
brightness of sunspots with that of the surrounding photosphere.
He concluded that they would block the emission of radiation
and estimated that at sunspot cycle maximum the Sun would be
about 0.1% less bright than at the minimum of the cycle, and
that the Earth would be 0.1°C to 0.3°C cooler.

These satellite data have been used in combination with the
historically recorded sunspot number, records of cosmogenic
isotopes, and the characteristics of other Sun-like stars to
estimate the solar radiation over the last 1,000 years (Eddy,
1976; Hoyt and Schatten, 1993, 1997; Lean et al., 1995; Lean,
1997). These data sets indicated quasi-periodic changes in solar
radiation of 0.24 to 0.30% on the centennial time scale. These
values have recently been re-assessed (see, e.g., Chapter 2).

The TAR states that the changes in solar irradiance are not
the major cause of the temperature changes in the second half
of the 20th century unless those changes can induce unknown
large feedbacks in the climate system. The effects of galactic
cosmic rays on the atmosphere (via cloud nucleation) and those
due to shifts in the solar spectrum towards the ultraviolet (UV)
range, at times of high solar activity, are largely unknown. The
latter may produce changes in tropospheric circulation via
changes in static stability resulting from the interaction of the
increased UV radiation with stratospheric ozone. More research
to investigate the effects of solar behaviour on climate is needed
before the magnitude of solar effects on climate can be stated
with certainty.

1.4.4 Biogeochemistry and Radiative Forcing
The modern scientific understanding of the complex and

interconnected roles of greenhouse gases and aerosols in
climate change has undergone rapid evolution over the last
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two decades. While the concepts were recognised and outlined
in the 1970s (see Sections 1.3.1 and 1.4.1), the publication of
generally accepted quantitative results coincides with, and was
driven in part by, the questions asked by the IPCC beginning in
1988. Thus, it is instructive to view the evolution of this topic as
it has been treated in the successive IPCC reports.

The WGI FAR codified the key physical and biogeochemical
processes in the Earth system that relate a changing climate to
atmospheric composition, chemistry, the carbon cycle and natural
ecosystems. The science of the time, as summarised in the FAR,
made a clear case for anthropogenic interference with the climate
system. In terms of greenhouse agents, the main conclusions
from the WGI FAR Policymakers Summary are still valid today:
(1) ‘emissions resulting from human activities are substantially
increasing the atmospheric concentrations of the greenhouse
gases: CO,, CH,, CFCs, N,O’; (2) ‘some gases are potentially
more effective (at greenhouse warming)’; (3) feedbacks between
the carbon cycle, ecosystems and atmospheric greenhouse
gases in a warmer world will affect CO, abundances; and (4)
GWPs provide a metric for comparing the climatic impact of
different greenhouse gases, one that integrates both the radiative
influence and biogeochemical cycles. The climatic importance
of tropospheric ozone, sulphate aerosols and atmospheric
chemical feedbacks were proposed by scientists at the time and
noted in the assessment. For example, early global chemical
modelling results argued that global tropospheric ozone, a
greenhouse gas, was controlled by emissions of the highly
reactive gases nitrogen oxides (NO,), carbon monoxide (CO)
and non-methane hydrocarbons (NMHC, also known as volatile
organic compounds, VOC). In terms of sulphate aerosols, both
the direct radiative effects and the indirect effects on clouds were
acknowledged, but the importance of carbonaceous aerosols
from fossil fuel and biomass combustion was not recognised
(Chapters 2, 7 and 10).

The concept of radiative forcing (RF) as the radiative
imbalance (W m2) in the climate system at the top of the
atmosphere caused by the addition of a greenhouse gas (or
other change) was established at the time and summarised in
Chapter 2 of the WGI FAR. Agents of RF included the direct
greenhouse gases, solar radiation, aerosols and the Earth’s
surface albedo. What was new and only briefly mentioned
was that ‘many gases produce indirect effects on the global
radiative forcing’. The innovative global modelling work of
Derwent (1990) showed that emissions of the reactive but non-
greenhouse gases —NO,, CO and NMHCs —altered atmospheric
chemistry and thus changed the abundance of other greenhouse
gases. Indirect GWPs for NO,, CO and VOCs were proposed.
The projected chemical feedbacks were limited to short-lived
increases in tropospheric ozone. By 1990, it was clear that the
RF from tropospheric ozone had increased over the 20th century
and stratospheric ozone had decreased since 1980 (e.g., Lacis
et al., 1990), but the associated RFs were not evaluated in the
assessments. Neither was the effect of anthropogenic sulphate
aerosols, except to note in the FAR that ‘it is conceivable that
this radiative forcing has been of a comparable magnitude,
but of opposite sign, to the greenhouse forcing earlier in the
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century’. Reflecting in general the community’s concerns about
this relatively new measure of climate forcing, RF bar charts
appear only in the underlying FAR chapters, but not in the FAR
Summary. Only the long-lived greenhouse gases are shown,
although sulphate aerosols direct effect in the future is noted
with a question mark (i.e., dependent on future emissions)
(Chapters 2, 7 and 10).

The cases for more complex chemical and aerosol effects
were becoming clear, but the scientific community was unable at
the time to reach general agreement on the existence, scale and
magnitude of these indirect effects. Nevertheless, these early
discoveries drove the research agendas in the early 1990s. The
widespread development and application of global chemistry-
transport models had just begun with international workshops
(Pyle et al., 1996; Jacob et al., 1997; Rasch, 2000). In the
Supplementary Report (IPCC, 1992) to the FAR, the indirect
chemical effects of CO, NO, and VOC were reaffirmed, and
the feedback effect of CH, on the tropospheric hydroxyl radical
(OH) was noted, but the indirect RF values from the FAR were
retracted and denoted in a table with ‘+°, ‘0’ or ‘~’. Aerosol-
climate interactions still focused on sulphates, and the assessment
of their direct RF for the NH (i.e., a cooling) was now somewhat
quantitative as compared to the FAR. Stratospheric ozone
depletion was noted as causing a significant and negative RF, but
not quantified. Ecosystems research at this time was identifying
the responses to climate change and CO, increases, as well as
altered CH, and N,O fluxes from natural systems; however, in
terms of a community assessment it remained qualitative.

By 1994, with work on SAR progressing, the Special
Report on Radiative Forcing (IPCC, 1995) reported significant
breakthroughs in a set of chapters limited to assessment of the
carbon cycle, atmospheric chemistry, aerosols and RF. The
carbon budget for the 1980s was analysed not only from bottom-
up emissions estimates, but also from a top-down approach
including carbon isotopes. A first carbon cycle assessment
was performed through an international model and analysis
workshop examining terrestrial and oceanic uptake to better
quantify the relationship between CO, emissions and the
resulting increase in atmospheric abundance. Similarly,
expanded analyses of the global budgets of trace gases
and aerosols from both natural and anthropogenic sources
highlighted the rapid expansion of biogeochemical research.
The first RF bar chart appears, comparing all the major
components of RF change from the pre-industrial period to the
present. Anthropogenic soot aerosol, with a positive RF, was
not in the 1995 Special Report but was added to the SAR. In
terms of atmospheric chemistry, the first open-invitation
modelling study for the IPCC recruited 2 1 atmospheric chemistry
models to participate in a controlled study of photochemistry
and chemical feedbacks. These studies (e.g., Olson et al., 1997)
demonstrated a robust consensus about some indirect effects,
such as the CH, impact on atmospheric chemistry, but great
uncertainty about others, such as the prediction of tropospheric
ozone changes. The model studies plus the theory of chemical
feedbacks in the CH,-CO-OH system (Prather, 1994) firmly
established that the atmospheric lifetime of a perturbation

(and hence climate impact and GWP) of CH, emissions was
about 50% greater than reported in the FAR. There was still
no consensus on quantifying the past or future changes in
tropospheric ozone or OH (the primary sink for CH,) (Chapters
2,7 and 10).

In the early 1990s, research on aerosols as climate forcing
agents expanded. Based on new research, the range of climate-
relevant aerosols was extended for the first time beyond
sulphates to include nitrates, organics, soot, mineral dust and sea
salt. Quantitative estimates of sulphate aerosol indirect effects on
cloud properties and hence RF were sufficiently well established
to be included in assessments, and carbonaceous aerosols from
biomass burning were recognised as being comparable in
importance to sulphate (Penner et al., 1992). Ranges are given
in the special report (IPCC, 1995) for direct sulphate RF (-0.25
to —0.9 W m2) and biomass-burning aerosols (—0.05 to —0.6
W m2). The aerosol indirect RF was estimated to be about
equal to the direct RF, but with larger uncertainty. The injection
of stratospheric aerosols from the eruption of Mt. Pinatubo was
noted as the first modern test of a known radiative forcing, and
indeed one climate model accurately predicted the temperature
response (Hansen et al., 1992). In the one-year interval between
the special report and the SAR, the scientific understanding of
aerosols grew. The direct anthropogenic aerosol forcing (from
sulphate, fossil-fuel soot and biomass-burning aerosols) was
reduced to —0.5 W m2. The RF bar chart was now broken into
aerosol components (sulphate, fossil-fuel soot and biomass
burning aerosols) with a separate range for indirect effects
(Chapters 2 and 7; Sections 8.2 and 9.2).

Throughoutthe 1990s, there were concertedresearch programs
in the USA and EU to evaluate the global environmental impacts
ofaviation. Several national assessments culminated in the IPCC
Special Report on Aviation and the Global Atmosphere (IPCC,
1999), which assessed the impacts on climate and global air
quality. An open invitation for atmospheric model participation
resulted in community participation and a consensus on many
of the environmental impacts of aviation (e.g., the increase in
tropospheric ozone and decrease in CH, due to NO, emissions
were quantified). The direct RF of sulphate and of soot aerosols
was likewise quantified along with that of contrails, but the
impact on cirrus clouds that are sometimes generated downwind
of contrails was not. The assessment re-affirmed that RF was
a first-order metric for the global mean surface temperature
response, but noted that it was inadequate for regional climate
change, especially in view of the largely regional forcing from
aerosols and tropospheric ozone (Sections 2.6, 2.8 and 10.2).

By the end of the 1990s, research on atmospheric composition
and climate forcing had made many important advances. The
TAR was able to provide a more quantitative evaluation in some
areas. For example, a large, open-invitation modelling workshop
was held for both aerosols (11 global models) and tropospheric
ozone-OH chemistry (14 global models). This workshop brought
together as collaborating authors most of the international
scientific community involved in developing and testing global
models of atmospheric composition. In terms of atmospheric
chemistry, a strong consensus was reached for the first time
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that science could predict the changes in tropospheric ozone in
response to scenarios for CH, and the indirect greenhouse gases
(CO, NO,, VOC) and that a quantitative GWP for CO could be
reported. Further, combining these models with observational
analysis, an estimate of the change in tropospheric ozone since
the pre-industrial era — with uncertainties — was reported. The
aerosol workshop made similar advances in evaluating the
impact of different aerosol types. There were many different
representations of uncertainty (e.g., a range in models versus
an expert judgment) in the TAR, and the consensus RF bar
chart did not generate a total RF or uncertainties for use in the
subsequent IPCC Synthesis Report (IPCC, 2001b) (Chapters 2
and 7; Section 9.2).

1.4.5 Cryospheric Topics

The cryosphere, which includes the ice sheets of Greenland
and Antarctica, continental (including tropical) glaciers, snow,
sea ice, river and lake ice, permafrost and seasonally frozen
ground, is an important component of the climate system. The
cryosphere derives its importance to the climate system from
a variety of effects, including its high reflectivity (albedo) for
solar radiation, its low thermal conductivity, its large thermal
inertia, its potential for affecting ocean circulation (through
exchange of freshwater and heat) and atmospheric circulation
(through topographic changes), its large potential for affecting
sea level (through growth and melt of land ice), and its potential
for affecting greenhouse gases (through changes in permafrost)
(Chapter 4).

Studies of the cryospheric albedo feedback have a long
history. The albedo is the fraction of solar energy reflected back
to space. Over snow and ice, the albedo (about 0.7 to 0.9) is
large compared to that over the oceans (<0.1). In a warming
climate, it is anticipated that the cryosphere would shrink,
the Earth’s overall albedo would decrease and more solar
energy would be absorbed to warm the Earth still further. This
powerful feedback loop was recognised in the 19th century
by Croll (1890) and was first introduced in climate models by
Budyko (1969) and Sellers (1969). But although the principle
of the albedo feedback is simple, a quantitative understanding
of the effect is still far from complete. For instance, it is not
clear whether this mechanism is the main reason for the high-
latitude amplification of the warming signal.

The potential cryospheric impact on ocean circulation and
sea level are of particular importance. There may be ‘large-scale
discontinuities’ (IPCC, 2001a) resulting from both the shutdown
of the large-scale meridional circulation of the world oceans
(see Section 1.4.6) and the disintegration of large continental
ice sheets. Mercer (1968, 1978) proposed that atmospheric
warming could cause the ice shelves of western Antarctica to
disintegrate and that as a consequence the entire West Antarctic
Ice Sheet (10% of the antarctic ice volume) would lose its land
connection and come afloat, causing a sea level rise of about
five metres.

The importance of permafrost-climate feedbacks came to be
realised widely only in the 1990s, starting with the works of
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Kvenvolden (1988, 1993), MacDonald (1990) and Harriss et al.
(1993). As permafrost thaws due to a warmer climate, CO, and
CH, trapped in permafrost are released to the atmosphere. Since
CO, and CH, are greenhouse gases, atmospheric temperature is
likely to increase in turn, resulting in a feedback loop with more
permafrost thawing. The permafrost and seasonally thawed soil
layers at high latitudes contain a significant amount (about
one-quarter) of the global total amount of soil carbon. Because
global warming signals are amplified in high-latitude regions,
the potential for permafrost thawing and consequent greenhouse
gas releases is thus large.

In situ monitoring of the cryosphere has a long tradition. For
instance, it is important for fisheries and agriculture. Seagoing
communities have documented sea ice extent for centuries.
Records of thaw and freeze dates for lake and river ice start
with Lake Suwa in Japan in 1444, and extensive records of
snowfall in China were made during the Qing Dynasty (1644—
1912). Records of glacial length go back to the mid-1500s.
Internationally coordinated, long-term glacier observations
started in 1894 with the establishment of the International
Glacier Commission in Zurich, Switzerland. The longest
time series of a glacial mass balance was started in 1946 at
the Storglacidren in northern Sweden, followed by Storbreen
in Norway (begun in 1949). Today a global network of mass
balance monitoring for some 60 glaciers is coordinated
through the World Glacier Monitoring Service. Systematic
measurements of permafrost (thermal state and active layer)
began in earnest around 1950 and were coordinated under the
Global Terrestrial Network for Permafrost.

The main climate variables of the cryosphere (extent,
albedo, topography and mass) are in principle observable from
space, given proper calibration and validation through in situ
observing efforts. Indeed, satellite data are required in order
to have full global coverage. The polar-orbiting Nimbus 5
satellite, launched in 1972, yielded the earliest all-weather, all-
season imagery of global sea ice, using microwave instruments
(Parkinson et al., 1987), and enabled a major advance in the
scientific understanding of the dynamics of the cryosphere.
Launched in 1978, the Television Infrared Observation Satellite
(TIROS-N) yielded the first monitoring from space of snow on
land surfaces (Dozier et al., 1981). The number of cryospheric
elements now routinely monitored from space is growing, and
current satellites are now addressing one of the more challenging
elements, variability of ice volume.

Climate modelling results have pointed to high-latitude
regions as areas of particular importance and ecological
vulnerability to global climate change. It might seem logical to
expect that the cryosphere overall would shrink in a warming
climate or expand in a cooling climate. However, potential
changesinprecipitation, forinstance duetoanaltered hydrological
cycle, may counter this effect both regionally and globally.
By the time of the TAR, several climate models incorporated
physically based treatments of ice dynamics, although the land
ice processes were only rudimentary. Improving representation
of the cryosphere in climate models is still an area of intense
research and continuing progress (Chapter 8).
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1.4.6 Ocean and Coupled Ocean-Atmosphere
Dynamics

Developments in the understanding of the oceanic and
atmospheric circulations, as well as their interactions, constitute
a striking example of the continuous interplay among theory,
observations and, more recently, model simulations. The
atmosphere and ocean surface circulations were observed
and analysed globally as early as the 16th and 17th centuries,
in close association with the development of worldwide trade
based on sailing. These efforts led to a number of important
conceptual and theoretical works. For example, Edmund Halley
first published a description of the tropical atmospheric cells in
1686, and George Hadley proposed a theory linking the existence
of the trade winds with those cells in 1735. These early studies
helped to forge concepts that are still useful in analysing and
understanding both the atmospheric general circulation itself
and model simulations (Lorenz, 1967; Holton, 1992).

A comprehensive description of these circulations was
delayed by the lack of necessary observations in the higher
atmosphere or deeper ocean. The balloon record of Gay-Lussac,
who reached an altitude of 7,016 m in 1804, remained unbroken
for more than 50 years. The stratosphere was independently
discovered near the turn of the 20th century by ABmann (1902)
and Teisserenc de Bort (1902), and the first manned balloon
flight into the stratosphere was made in 1901 (Berson and
Siiring, 1901). Even though it was recognised over 200 years ago
(Rumford, 1800; see also Warren, 1981) that the oceans’ cold
subsurface waters must originate at high latitudes, it was not
appreciated until the 20th century that the strength of the deep
circulation might vary over time, or that the ocean’s Meridional
Overturning Circulation (MOC; often loosely referred to as
the ‘thermohaline circulation’, see the Glossary for more
information) may be very important for Earth’s climate.

By the 1950s, studies of deep-sea cores suggested that the deep
ocean temperatures had varied in the distant past. Technology
also evolved to enable measurements that could confirm that
the deep ocean is not only not static, but in fact quite dynamic
(Swallow and Stommel’s 1960 subsurface float experiment
Aries, referred to by Crease, 1962). By the late 1970s, current
meters could monitor deep currents for substantial amounts of
time, and the first ocean observing satellite (SeaSat) revealed
that significant information about subsurface ocean variability
is imprinted on the sea surface. At the same time, the first
estimates of the strength of the meridional transport of heat
and mass were made (Oort and Vonder Haar, 1976; Wunsch,
1978), using a combination of models and data. Since then the
technological developments have accelerated, but monitoring
the MOC directly remains a substantial challenge (see Chapter
5), and routine observations of the subsurface ocean remain
scarce compared to that of the atmosphere.

In parallel with the technological developments yielding
new insights through observations, theoretical and numerical
explorations of multiple (stable or unstable) equilibria began.
Chamberlain (1906) suggested that deep ocean currents could
reverse in direction, and might affect climate. The idea did not

gain momentum until fifty years later, when Stommel (1961)
presented a mechanism, based on the opposing effects that
temperature and salinity have on density, by which ocean
circulation can fluctuate between states. Numerical climate
models incorporating models of the ocean circulation were
developed during this period, including the pioneering work of
Bryan (1969) and Manabe and Bryan (1969). The idea that the
ocean circulation could change radically, and might perhaps even
feel the attraction of different equilibrium states, gained further
support through the simulations of coupled climate models
(Bryan and Spelman, 1985; Bryan, 1986; Manabe and Stouffer,
1988). Model simulations using a hierarchy of models showed
that the ocean circulation system appeared to be particularly
vulnerable to changes in the freshwater balance, either by direct
addition of freshwater or by changes in the hydrological cycle.
A strong case emerged for the hypothesis that rapid changes
in the Atlantic meridional circulation were responsible for the
abrupt Dansgaard-Oeschger climate change events.

Although scientists now better appreciate the strength
and variability of the global-scale ocean circulation, its roles
in climate are still hotly debated. Is it a passive recipient of
atmospheric forcing and so merely a diagnostic consequence
of climate change, or is it an active contributor? Observational
evidence for the latter proposition was presented by Sutton and
Allen (1997), who noticed SST anomalies propagating along
the Gulf Stream/North Atlantic Current system for years, and
therefore implicated internal oceanic time scales. Is a radical
change in the MOC likely in the near future? Brewer et al. (1983)
and Lazier (1995) showed that the water masses of the North
Atlantic were indeed changing (some becoming significantly
fresher) in the modern observational record, a phenomenon
that at least raises the possibility that ocean conditions may be
approaching the point where the circulation might shift into
Stommel’s other stable regime. Recent developments in the
ocean’s various roles in climate can be found in Chapters 5, 6,
9 and 10.

Studying the interactions between atmosphere and
ocean circulations was also facilitated through continuous
interactions between observations, theories and simulations,
as is dramatically illustrated by the century-long history of the
advances in understanding the El Nifio-Southern Oscillation
(ENSO) phenomenon. This coupled air-sea phenomenon
originates in the Pacific but affects climate globally, and has
raised concern since at least the 19th century. Sir Gilbert Walker
(1928) describes how H. H. Hildebrandsson (1897) noted large-
scale relationships between interannual trends in pressure data
from a worldwide network of 68 weather stations, and how
Lockyer and Lockyer (1902) confirmed Hildebrandsson’s
discovery of an apparent ‘seesaw’ in pressure between South
America and the Indonesian region. Walker named this seesaw
pattern the ‘Southern Oscillation’ and related it to occurrences
of drought and heavy rains in India, Australia, Indonesia and
Africa. He also proposed that there must be a certain level of
predictive skill in that system.

El Nifio is the name given to the rather unusual oceanic
conditions involving anomalously warm waters occurring in
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the eastern tropical Pacific off the coast of Peru every few years.
The 1957-1958 International Geophysical Year coincided with
a large El Niflo, allowing a remarkable set of observations of
the phenomenon. A decade later, a mechanism was presented
that connected Walker’s observations to El Nifio (Bjerknes,
1969). This mechanism involved the interaction, through the
SST field, between the east-west atmospheric circulation of
which Walker’s Southern Oscillation was an indicator (Bjerknes
appropriately referred to this as the “Walker Circulation’) and
variability in the pool of equatorial warm water of the Pacific
Ocean. Observations made in the 1970s (e.g., Wyrtki, 1975)
showed that prior to ENSO warm phases, the sea level in the
western Pacific often rises significantly. By the mid-1980s,
after an unusually disruptive El Nifio struck in 1982 and 1983,
an observing system (the Tropical Ocean Global Atmosphere
(TOGA) array; see McPhaden et al., 1998) had been put in
place to monitor ENSO. The resulting data confirmed the idea
that the phenomenon was inherently one involving coupled
atmosphere-ocean interactions and yielded much-needed
detailed observational insights. By 1986, the first experimental
ENSO forecasts were made (Cane et al., 1986; Zebiak and
Cane, 1987).

The mechanisms and predictive skill of ENSO are still
under discussion. In particular, it is not clear how ENSO
changes with, and perhaps interacts with, a changing climate.
The TAR states °...increasing evidence suggests the ENSO
plays a fundamental role in global climate and its interannual
variability, and increased credibility in both regional and global
climate projections will be gained once realistic ENSOs and
their changes are simulated’.

Just as the phenomenon of El Nifio has been familiar to the
people of tropical South America for centuries, a spatial pattern
affecting climate variability in the North Atlantic has similarly
been known by the people of Northern Europe for a long time.
The Danish missionary Hans Egede made the following well-
known diary entry in the mid-18th century: ‘In Greenland,
all winters are severe, yet they are not alike. The Danes have
noticed that when the winter in Denmark was severe, as we
perceive it, the winter in Greenland in its manner was mild, and
conversely’ (van Loon and Rogers, 1978).

Teisserenc de Bort, Hann, Exner, Defant and Walker all
contributed to the discovery of the underlying dynamic structure.
Walker, in his studies in the Indian Ocean, actually studied global
maps of sea level pressure correlations, and named not only the
Southern Oscillation, but also a Northern Oscillation, which he
subsequently divided into a North Pacific and a North Atlantic
Oscillation (Walker, 1924). However, it was Exner (1913, 1924)
who made the first correlation maps showing the spatial structure
in the NH, where the North Atlantic Oscillation (NAO) pattern
stands out clearly as a north-south oscillation in atmospheric
mass with centres of action near Iceland and Portugal.

The NAO significantly affects weather and climate,
ecosystems and human activities of the North Atlantic sector.
But what is the underlying mechanism? The recognition that
the NAO is associated with variability and latitudinal shifts in
the westerly flow of the jet stream originates with the works of
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Willett, Namias, Lorenz, Rossby and others in the 1930s, 1940s
and 1950s (reviewed by Stephenson et al., 2003). Because
atmospheric planetary waves are hemispheric in nature, changes
in one region are often connected with changes in other regions,
a phenomenon dubbed ‘teleconnection’ (Wallace and Gutzler,
1981).

The NAO may be partly described as a high-frequency
stochastic process internal to the atmosphere. This understanding
is evidenced by numerous atmosphere-only model simulations.
It is also considered an expression of one of Earth’s ‘annular
modes’ (See Chapter 3). It is, however, the low-frequency
variability of this phenomenon (Hurrell, 1995) that fuels
continued investigations by climate scientists. The long time
scales are the indication of potential predictive skill in the NAO.
The mechanisms responsible for the correspondingly long
‘memory’ are still debated, although they are likely to have a
local or remote oceanic origin. Bjerknes (1964) recognised the
connection between the NAO index (which he referred to as the
‘zonal index’) and sea surface conditions. He speculated that
ocean heat advection could play a role on longer time scales.
The circulation of the Atlantic Ocean is radically different
from that of the Indian and Pacific Oceans, in that the MOC is
strongest in the Atlantic with warm water flowing northwards,
even south of the equator, and cold water returning at depth. It
would therefore not be surprising if the oceanic contributions to
the NAO and to the Southern Oscillation were different.

Earth’s climate is characterised by many modes of variability,
involving both the atmosphere and ocean, and also the
cryosphere and biosphere. Understanding the physical processes
involved in producing low-frequency variability is crucial
for improving scientists’ ability to accurately predict climate
change and for allowing the separation of anthropogenic and
natural variability, thereby improving the ability to detect and
attribute anthropogenic climate change. One central question
for climate scientists, addressed in particular in Chapter 9, is to
determine how human activities influence the dynamic nature
of Earth’s climate, and to identify what would have happened
without any human influence at all.

1.5 Examples of Progress in

Modelling the Climate

1.5.1 Model Evolution and Model Hierarchies
Climate scenarios rely upon the use of numerical models.
The continuous evolution of these models over recent decades
has been enabled by a considerable increase in computational
capacity, with supercomputer speeds increasing by roughly
a factor of a million in the three decades from the 1970s to
the present. This computational progress has permitted a
corresponding increase in model complexity (by including
more and more components and processes, as depicted in Figure
1.2), in the length of the simulations, and in spatial resolution,
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as shown in Figure 1.4. The models used to evaluate future
climate changes have therefore evolved over time. Most of the
pioneering work on CO,-induced climate change was based on
atmospheric general circulation models coupled to simple ‘slab’
ocean models (i.e., models omitting ocean dynamics), from the
early work of Manabe and Wetherald (1975) to the review of
Schlesinger and Mitchell (1987). At the same time the physical
content of the models has become more comprehensive (see
in Section 1.5.2 the example of clouds). Similarly, most of the
results presented in the FAR were from atmospheric models,
rather than from models of the coupled climate system, and were
used to analyse changes in the equilibrium climate resulting
from a doubling of the atmospheric CO, concentration. Current
climate projections can investigate time-dependent scenarios of
climate evolution and can make use of much more complex
coupled ocean-atmosphere models, sometimes even including
interactive chemical or biochemical components.

A parallel evolution toward increased complexity and
resolution has occurred in the domain of numerical weather
prediction, and has resulted in a large and verifiable improvement
in operational weather forecast quality. This example alone
shows that present models are more realistic than were those of
a decade ago. There is also, however, a continuing awareness
that models do not provide a perfect simulation of reality,
because resolving all important spatial or time scales remains
far beyond current capabilities, and also because the behaviour
of such a complex nonlinear system may in general be chaotic.

It has been known since the work of Lorenz (1963) that even
simple models may display intricate behaviour because of their
nonlinearities. The inherent nonlinear behaviour of the climate
system appears in climate simulations at all time scales (Ghil,
1989). In fact, the study of nonlinear dynamical systems has
become important for a wide range of scientific disciplines, and
the corresponding mathematical developments are essential to
interdisciplinary studies. Simple models of ocean-atmosphere
interactions, climate-biosphere interactions or climate-economy
interactions may exhibit a similar behaviour, characterised by
partial unpredictability, bifurcations and transition to chaos.

In addition, many of the key processes that control climate
sensitivity or abrupt climate changes (e.g., clouds, vegetation,
oceanic convection) depend on very small spatial scales. They
cannot be represented in full detail in the context of global
models, and scientific understanding of them is still notably
incomplete. Consequently, there is a continuing need to assist
in the use and interpretation of complex models through models
that are either conceptually simpler, or limited to a number of
processes or to a specific region, therefore enabling a deeper
understanding of the processes at work or a more relevant
comparison with observations. With the development of
computer capacities, simpler models have not disappeared; on
the contrary, a stronger emphasis has been given to the concept
of a ‘hierarchy of models’ as the only way to provide a linkage
between theoretical understanding and the complexity of
realistic models (Held, 2005).

The list of these ‘simpler’ models is very long. Simplicity
may lie in the reduced number of equations (e.g., a single
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Figure 1.4. Geographic resolution characteristic of the generations of climate
models used in the IPCC Assessment Reports: FAR (IPCC, 1990), SAR (IPCC, 1996),
TAR (IPCC, 2001a), and AR4 (2007). The figures above show how successive genera-
tions of these global models increasingly resolved northern Europe. These illustra-
tions are representative of the most detailed horizontal resolution used for short-term
climate simulations. The century-long simulations cited in IPCC Assessment Reports
after the FAR were typically run with the previous generation’s resolution. Vertical
resolution in both atmosphere and ocean models is not shown, but it has increased
comparably with the horizontal resolution, beginning typically with a single-layer slab
ocean and ten atmospheric layers in the FAR and progressing to about thirty levels in
both atmosphere and ocean.
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equation for the global surface temperature); in the reduced
dimensionality of the problem (one-dimension vertical, one-
dimension latitudinal, two-dimension); or in the restriction
to a few processes (e.g., a mid-latitude quasi-geostrophic
atmosphere with or without the inclusion of moist processes).
The notion of model hierarchy is also linked to the idea of scale:
global circulation models are complemented by regional models
that exhibit a higher resolution over a given area, or process
oriented models, such as cloud resolving models or large eddy
simulations. Earth Models of Intermediate Complexity are used
to investigate long time scales, such as those corresponding to
glacial to interglacial oscillations (Berger et al., 1998). This
distinction between models according to scale is evolving
quickly, driven by the increase in computer capacities. For
example, global models explicitly resolving the dynamics of
convective clouds may soon become computationally feasible.

Many important scientific debates in recent years have had
their origin in the use of conceptually simple models. The
study of idealised atmospheric representations of the tropical
climate, for example by Pierrehumbert (1995) who introduced
a separate representation of the areas with ascending and
subsiding circulation in the tropics, has significantly improved
the understanding of the feedbacks that control climate. Simple
linearized models of the atmospheric circulation have been
used to investigate potential new feedback effects. Ocean
box models have played an important role in improving the
understanding of the possible slowing down of the Atlantic
thermohaline circulation (Birchfield et al., 1990), as emphasized
in the TAR. Simple models have also played a central role in the
interpretation of IPCC scenarios: the investigation of climate
scenarios presented in the SAR or the TAR has been extended
to larger ensembles of cases using idealised models.

1.5.2 Model Clouds and Climate Sensitivity

The modelling of cloud processes and feedbacks provides
a striking example of the irregular pace of progress in climate
science. Representation of clouds may constitute the area
in which atmospheric models have been modified most
continuously to take into account increasingly complex physical
processes. At the time of the TAR clouds remained a major
source of uncertainty in the simulation of climate changes (as
they still are at present: e.g., Sections 2.4, 2.6, 3.4.3, 7.5, 8.2,
8.4.11, 8.6.2.2, 8.6.3.2, 9.2.1.2, 9.4.1.8, 10.2.1.2, 10.3.2.2,
10.5.4.3,11.8.1.3, 11.8.2.2).

In the early 1980s, most models were still using prescribed
cloud amounts, as functions of location and altitude, and
prescribed cloud radiative properties, to compute atmospheric
radiation. The cloud amounts were very often derived from the
zonally averaged climatology of London (1957). Succeeding
generations of models have used relative humidity or other
simple predictors to diagnose cloudiness (Slingo, 1987), thus
providing a foundation of increased realism for the models,
but at the same time possibly causing inconsistencies in
the representation of the multiple roles of clouds as bodies
interacting with radiation, generating precipitation and
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influencing small-scale convective or turbulent circulations.
Following the pioneering studies of Sundqvist (1978), an explicit
representation of clouds was progressively introduced into
climate models, beginning in the late 1980s. Models first used
simplified representations of cloud microphysics, following,
for example, Kessler (1969), but more recent generations of
models generally incorporate a much more comprehensive and
detailed representation of clouds, based on consistent physical
principles. Comparisons of model results with observational
data presented in the TAR have shown that, based on zonal
averages, the representation of clouds in most climate models
was also more realistic in 2000 than had been the case only a
few years before.

In spite of this undeniable progress, the amplitude and
even the sign of cloud feedbacks was noted in the TAR as
highly uncertain, and this uncertainty was cited as one of the
key factors explaining the spread in model simulations of
future climate for a given emission scenario. This cannot be
regarded as a surprise: that the sensitivity of the Earth’s climate
to changing atmospheric greenhouse gas concentrations must
depend strongly on cloud feedbacks can be illustrated on the
simplest theoretical grounds, using data that have been available
for a long time. Satellite measurements have indeed provided
meaningful estimates of Earth’s radiation budget since the early
1970s (Vonder Haar and Suomi, 1971). Clouds, which cover
about 60% of the Earth’s surface, are responsible for up to two-
thirds of the planetary albedo, which is about 30%. An albedo
decrease of only 1%, bringing the Earth’s albedo from 30%
to 29%, would cause an increase in the black-body radiative
equilibrium temperature of about 1°C, a highly significant value,
roughly equivalent to the direct radiative effect of a doubling
of the atmospheric CO, concentration. Simultaneously, clouds
make an important contribution to the planetary greenhouse
effect. In addition, changes in cloud cover constitute only one
of the many parameters that affect cloud radiative interactions:
cloud optical thickness, cloud height and cloud microphysical
properties can also be modified by atmospheric temperature
changes, which adds to the complexity of feedbacks, as
evidenced, for example, through satellite observations analysed
by Tselioudis and Rossow (1994).

The importance of simulated cloud feedbacks was revealed
by the analysis of model results (Manabe and Wetherald,
1975; Hansen et al, 1984), and the first extensive model
intercomparisons (Cess et al., 1989) also showed a substantial
model dependency. The strong effect of cloud processes on
climate model sensitivities to greenhouse gases was emphasized
further through a now-classic set of General Circulation Model
(GCM) experiments, carried out by Senior and Mitchell (1993).
They produced global average surface temperature changes
(due to doubled atmospheric CO, concentration) ranging from
1.9°C to 5.4°C, simply by altering the way that cloud radiative
properties were treated in the model. It is somewhat unsettling
that the results of a complex climate model can be so drastically
altered by substituting one reasonable cloud parametrization
for another, thereby approximately replicating the overall inter-
model range of sensitivities. Other GCM groups have also
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Frequently Asked Question 1.3

What is the Greenhouse Effect?

The Sun powers Earth’s climate, radiating energy at very short
wavelengths, predominately in the visible or near-visible (e.g., ul-
traviolet) part of the spectrum. Roughly one-third of the solar
energy that reaches the top of Earth’s atmosphere is reflected di-
rectly back to space. The remaining two-thirds is absorbed by the
surface and, to a lesser extent, by the atmosphere. To balance the
absorbed incoming energy, the Earth must, on average, radiate the
same amount of energy back to space. Because the Earth is much
colder than the Sun, it radiates at much longer wavelengths, pri-
marily in the infrared part of the spectrum (see Figure 1). Much
of this thermal radiation emitted by the land and ocean is ab-
sorbed by the atmosphere, including clouds, and reradiated back
to Earth. This is called the greenhouse effect. The glass walls in
a greenhouse reduce airflow and increase the temperature of the
air inside. Analogously, but through a different physical process,
the Earth’s greenhouse effect warms the surface of the planet.
Without the natural greenhouse effect, the average temperature at
Earth’s surface would be below the freezing point of water. Thus,

Solar radiation powers
the climate system.

Some solar radiation
is reflected by
the Earth and the
atmosphere.

About half the solar radiation

is absorbed by the

Earth's surface and warms it.

Earth’s natural greenhouse effect makes life as we know it pos-
sible. However, human activities, primarily the burning of fossil
fuels and clearing of forests, have greatly intensified the natural
greenhouse effect, causing global warming.

The two most abundant gases in the atmosphere, nitrogen
(comprising 78% of the dry atmosphere) and oxygen (comprising
21%), exert almost no greenhouse effect. Instead, the greenhouse
effect comes from molecules that are more complex and much less
common. Water vapour is the most important greenhouse gas, and
carbon dioxide (CO,) is the second-most important one. Methane,
nitrous oxide, ozone and several other gases present in the atmo-
sphere in small amounts also contribute to the greenhouse effect.
In the humid equatorial regions, where there is so much water
vapour in the air that the greenhouse effect is very large, add-
ing a small additional amount of CO, or water vapour has only a
small direct impact on downward infrared radiation. However, in
the cold, dry polar regions, the effect of a small increase in CO, or

(continued)

Infrared radiation is
emitted from the Earth’s
surface.

FAQ 1.3, Figure 1. An idealised model of the natural greenhouse effect. See text for explanation.
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water vapour is much greater. The same is true for the cold, dry
upper atmosphere where a small increase in water vapour has a
greater influence on the greenhouse effect than the same change
in water vapour would have near the surface.

Several components of the climate system, notably the oceans
and living things, affect atmospheric concentrations of green-
house gases. A prime example of this is plants taking CO, out of
the atmosphere and converting it (and water) into carbohydrates
via photosynthesis. In the industrial era, human activities have
added greenhouse gases to the atmosphere, primarily through the
burning of fossil fuels and clearing of forests.

Adding more of a greenhouse gas, such as CO,, to the at-
mosphere intensifies the greenhouse effect, thus warming Earth’s
climate. The amount of warming depends on various feedback
mechanisms. For example, as the atmosphere warms due to rising
levels of greenhouse gases, its concentration of water vapour

increases, further intensifying the greenhouse effect. This in turn
causes more warming, which causes an additional increase in
water vapour, in a self-reinforcing cycle. This water vapour feed-
back may be strong enough to approximately double the increase
in the greenhouse effect due to the added CO, alone.

Additional important feedback mechanisms involve clouds.
Clouds are effective at absorbing infrared radiation and therefore
exert a large greenhouse effect, thus warming the Earth. Clouds
are also effective at reflecting away incoming solar radiation, thus
cooling the Earth. A change in almost any aspect of clouds, such
as their type, location, water content, cloud altitude, particle size
and shape, or lifetimes, affects the degree to which clouds warm
or cool the Earth. Some changes amplify warming while others
diminish it. Much research is in progress to better understand how
clouds change in response to climate warming, and how these
changes affect climate through various feedback mechanisms.

consistently obtained widely varying results by trying other
techniques of incorporating cloud microphysical processes and
their radiative interactions (e.g., Roeckner et al., 1987; Le Treut
and Li, 1991), which differed from the approach of Senior and
Mitchell (1993) through the treatment of partial cloudiness or
mixed-phase properties. The model intercomparisons presented
in the TAR showed no clear resolution of this unsatisfactory
situation.

The scientific community realised long ago that using
adequate data to constrain models was the only way to solve this
problem. Using climate changes in the distant past to constrain
the amplitude of cloud feedback has definite limitations
(Ramstein et al., 1998). The study of cloud changes at decadal,
interannual or seasonal time scales therefore remains a necessary
path to constrain models. A long history of cloud observations
now runs parallel to that of model development. Operational
ground-based measurements, carried out for the purpose of
weather prediction, constitute a valuable source of information
that has been gathered and analysed by Warren et al. (1986,
1988). The International Satellite Cloud Climatology Project
(ISCCP; Rossow and Schiffer, 1991) has developed an analysis
of cloud cover and cloud properties using the measurements
of operational meteorological satellites over a period of more
than two decades. These data have been complemented by
other satellite remote sensing data sets, such as those associated
with the Nimbus-7 Temperature Humidity Infrared Radiometer
(THIR) instrument (Stowe et al., 1988), with high-resolution
spectrometers such as the High Resolution Infrared Radiation
Sounder (HIRS) (Susskind et al., 1987), and with microwave
absorption, as used by the Special Sensor Microwave/Imager
(SSM/T). Chapter 8 provides an update of this ongoing
observational effort.

A parallel effort has been carried out to develop a wider
range of ground-based measurements, not only to provide an
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adequate reference for satellite observations, but also to make
possible a detailed and empirically based analysis of the entire
range of space and time scales involved in cloud processes.
The longest-lasting and most comprehensive effort has been
the Atmospheric Radiation Measurement (ARM) Program
in the USA, which has established elaborately instrumented
observational sites to monitor the full complexity of cloud
systems on a long-term basis (Ackerman and Stokes, 2003).
Shorter field campaigns dedicated to the observation of specific
phenomena have also been established, such as the TOGA
Coupled Ocean-Atmosphere Response Experiment (COARE)
for convective systems (Webster and Lukas, 1992), or the
Atlantic Stratocumulus Transition Experiment (ASTEX) for
stratocumulus (Albrecht et al., 1995).

Observational data have clearly helped the development of
models. The ISCCP data have greatly aided the development
of cloud representations in climate models since the mid-1980s
(e.g., Le Treut and Li, 1988; Del Genio et al., 1996). However,
existing data have not yet brought about any reduction in the
existing range of simulated cloud feedbacks. More recently,
new theoretical tools have been developed to aid in validating
parametrizations in a mode that emphasizes the role of cloud
processes participating in climatic feedbacks. One such approach
has been to focus on comprehensively observed episodes of
cloudiness for which the large-scale forcing is observationally
known, using single-column models (Randall et al., 1996;
Somerville, 2000) and higher-resolution cloud-resolving
models to evaluate GCM parametrizations. Another approach
is to make use of the more global and continuous satellite data,
on a statistical basis, through an investigation of the correlation
between climate forcing and cloud parameters (Bony et al.,
1997), in such a way as to provide a test of feedbacks between
different climate variables. Chapter 8 assesses recent progress
in this area.
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1.5.3 Coupled Models: Evolution, Use,
Assessment

The first National Academy of Sciences of the USA report
on global warming (Charney et al., 1979), on the basis of two
models simulating the impact of doubled atmospheric CO,
concentrations, spoke of a range of global mean equilibrium
surface temperature increase of between 1.5°C and 4.5°C, a
range that has remained part of conventional wisdom at least as
recently as the TAR. These climate projections, as well as those
treated later in the comparison of three models by Schlesinger
and Mitchell (1987) and most of those presented in the FAR,
were the results of atmospheric models coupled with simple
‘slab’ ocean models (i.e., models omitting all changes in ocean
dynamics).

The first attempts at coupling atmospheric and oceanic
models were carried out during the late 1960s and early 1970s
(Manabe and Bryan, 1969; Bryan et al., 1975; Manabe et al.,
1975). Replacing ‘slab’ ocean models by fully coupled ocean-
atmosphere models may arguably have constituted one of the
most significant leaps forward in climate modelling during the
last 20 years (Trenberth, 1993), although both the atmospheric
and oceanic components themselves have undergone highly
significant improvements. This advance has led to significant
modifications in the patterns of simulated climate change,
particularly in oceanic regions. It has also opened up the
possibility of exploring transient climate scenarios, and it
constitutes a step toward the development of comprehensive
‘Earth-system models’ that include explicit representations of
chemical and biogeochemical cycles.

Throughout their short history, coupled models have faced
difficulties that have considerably impeded their development,
including: (i) the initial state of the ocean is not precisely known;
(i1) a surface flux imbalance (in either energy, momentum or
fresh water) much smaller than the observational accuracy is
enough to cause a drifting of coupled GCM simulations into
unrealistic states; and (iii) there is no direct stabilising feedback
that can compensate for any errors in the simulated salinity. The
strong emphasis placed on the realism of the simulated base
state provided a rationale for introducing ‘flux adjustments’ or
‘flux corrections’ (Manabe and Stouffer, 1988; Sausen et al.,
1988) in early simulations. These were essentially empirical
corrections that could not be justified on physical principles,
and that consisted of arbitrary additions of surface fluxes of
heat and salinity in order to prevent the drift of the simulated
climate away from a realistic state. The National Center for
Atmospheric Research model may have been the first to realise
non-flux-corrected coupled simulations systematically, and it
was able to achieve simulations of climate change into the 21st
century, in spite of a persistent drift that still affected many of
its early simulations. Both the FAR and the SAR pointed out the
apparent need for flux adjustments as a problematic feature of
climate modelling (Cubasch et al., 1990; Gates et al., 1996).

By the time of the TAR, however, the situation had evolved,
and about half the coupled GCMs assessed in the TAR did not

employ flux adjustments. That report noted that ‘some non-flux-
adjusted models are now able to maintain stable climatologies
of comparable quality to flux-adjusted models’ (McAvaney et
al., 2001). Since that time, evolution away from flux correction
(or flux adjustment) has continued at some modelling centres,
although a number of state-of-the-art models continue to rely on
it. The design of the coupled model simulations is also strongly
linked with the methods chosen for model initialisation. In flux-
adjusted models, the initial ocean state is necessarily the result
of preliminary and typically thousand-year-long simulations
to bring the ocean model into equilibrium. Non-flux-adjusted
models often employ a simpler procedure based on ocean
observations, such as those compiled by Levitus et al. (1994),
although some spin-up phase is even then necessary. One
argument brought forward is that non-adjusted models made
use of ad hoc tuning of radiative parameters (i.e., an implicit
flux adjustment).

This considerable advance in model design has not
diminished the existence of a range of model results. This is not
a surprise, however, because it is known that climate predictions
are intrinsically affected by uncertainty (Lorenz, 1963). Two
distinct kinds of prediction problems were defined by Lorenz
(1975). The first kind was defined as the prediction of the actual
properties of the climate system in response to a given initial
state. Predictions of the first kind are initial-value problems
and, because of the nonlinearity and instability of the governing
equations, such systems are not predictable indefinitely into the
future. Predictions of the second kind deal with the determination
of the response of the climate system to changes in the external
forcings. These predictions are not concerned directly with the
chronological evolution of the climate state, but rather with
the long-term average of the statistical properties of climate.
Originally, it was thought that predictions of the second kind do
not at all depend on initial conditions. Instead, they are intended
to determine how the statistical properties of the climate system
(e.g., the average annual global mean temperature, or the
expected number of winter storms or hurricanes, or the average
monsoon rainfall) change as some external forcing parameter,
for example CO, content, is altered. Estimates of future climate
scenarios as a function of the concentration of atmospheric
greenhouse gases are typical examples of predictions of the
second kind. However, ensemble simulations show that the
projections tend to form clusters around a number of attractors
as a function of their initial state (see Chapter 10).

Uncertainties in climate predictions (of the second kind)
arise mainly from model uncertainties and errors. To assess
and disentangle these effects, the scientific community has
organised a series of systematic comparisons of the different
existing models, and it has worked to achieve an increase in
the number and range of simulations being carried out in order
to more fully explore the factors affecting the accuracy of the
simulations.

An early example of systematic comparison of models
is provided by Cess et al. (1989), who compared results of
documented differences among model simulations in their
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representation of cloud feedback to show how the consequent
effects on atmospheric radiation resulted in different model
response to doubling of the CO, concentration. A number of
ambitious and comprehensive ‘model intercomparison projects’
(MIPs) were set up in the 1990s under the auspices of the World
Climate Research Programme toundertake controlled conditions
formodel evaluation. One of the first was the Atmospheric Model
Intercomparison Project (AMIP), which studied atmospheric
GCMs. The development of coupled models induced the
development of the Coupled Model Intercomparison Project
(CMIP), which studied coupled ocean-atmosphere GCMs and
their response to idealised forcings, such as a 1% yearly increase
in the atmospheric CO, concentration. It proved important in
carrying out the various MIPs to standardise the model forcing
parameters and the model output so that file formats, variable
names, units, etc., are easily recognised by data users. The fact
that the model results were stored separately and independently
of the modelling centres, and that the analysis of the model
output was performed mainly by research groups independent
of the modellers, has added confidence in the results. Summary
diagnostic products such as the Taylor (2001) diagram were
developed for MIPs.

The establishment of the AMIP and CMIP projects opened
a new era for climate modelling, setting standards of quality
control, providing organisational continuity and ensuring that
results are generally reproducible. Results from AMIP have
provided a number of insights into climate model behaviour
(Gates et al., 1999) and quantified improved agreement between
simulated and observed atmospheric properties as new versions
of models are developed. In general, results of the MIPs suggest
that the most problematic areas of coupled model simulations
involve cloud-radiation processes, the cryosphere, the deep
ocean and ocean-atmosphere interactions.

Comparing different models is not sufficient, however. Using
multiple simulations from a single model (the so-called Monte
Carlo, or ensemble, approach) has proved a necessary and
complementary approach to assess the stochastic nature of the
climate system. The first ensemble climate change simulations
with global GCMs used a set of different initial and boundary
conditions (Cubasch et al., 1994; Barnett, 1995). Computational
constraints limited early ensembles to a relatively small number
of samples (fewer than 10). These ensemble simulations clearly
indicated that even with a single model a large spread in the
climate projections can be obtained.

Intercomparison of existing models and ensemble model
studies (i.e., those involving many integrations of the same
model) are still undergoing rapid development. Running
ensembles was essentially impossible until recent advances in
computer power occurred, as these systematic comprehensive
climate model studies are exceptionally demanding on computer
resources. Their progress has marked the evolution from the
FAR to the TAR, and is likely to continue in the years to come.
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1.6 The IPCC Assessments of Climate

Change and Uncertainties

The WMO and the United Nations Environment Programme
(UNEP) established the IPCC in 1988 with the assigned
role of assessing the scientific, technical and socioeconomic
information relevant for understanding the risk of human-
induced climate change. The original 1988 mandate for the
IPCC was extensive: ‘(a) Identification of uncertainties and
gaps in our present knowledge with regard to climate changes
and its potential impacts, and preparation of a plan of action
over the short-term in filling these gaps; (b) Identification of
information needed to evaluate policy implications of climate
change and response strategies; (c) Review of current and
planned national/international policies related to the greenhouse
gas issue; (d) Scientific and environmental assessments of all
aspects of the greenhouse gas issue and the transfer of these
assessments and other relevant information to governments
and intergovernmental organisations to be taken into account
in their policies on social and economic development and
environmental programs.” The IPCC is open to all members of
UNEP and WMO. It does not directly support new research or
monitor climate-related data. However, the IPCC process of
synthesis and assessment has often inspired scientific research
leading to new findings.

The IPCC has three Working Groups and a Task Force.
Working Group I (WGI) assesses the scientific aspects of the
climate system and climate change, while Working Groups II
(WGII) and III (WGIII) assess the vulnerability and adaptation
of socioeconomic and natural systems to climate change, and
the mitigation options for limiting greenhouse gas emissions,
respectively. The Task Force is responsible for the IPCC
National Greenhouse Gas Inventories Programme. This brief
history focuses on WGI and how it has described uncertainty in
the quantities presented (See Box 1.1).

A main activity of the IPCC is to provide on a regular basis
an assessment of the state of knowledge on climate change, and
this volume is the fourth such Assessment Report of WGI. The
IPCC also prepares Special Reports and Technical Papers on
topics for which independent scientific information and advice is
deemed necessary, and it supports the United Nations Framework
Convention on Climate Change (UNFCCC) through its work
on methodologies for National Greenhouse Gas Inventories.
The FAR played an important role in the discussions of the
Intergovernmental Negotiating Committee for the UNFCCC.
The UNFCCC was adopted in 1992 and entered into force in
1994. It provides the overall policy framework and legal basis
for addressing the climate change issue.

The WGI FAR was completed under the leadership of Bert
Bolin (IPCC Chair) and John Houghton (WGI Chair) in a
plenary at Windsor, UK in May 1990. In a mere 365 pages with
eight colour plates, it made a persuasive, but not quantitative,
case for anthropogenic interference with the climate system.
Most conclusions from the FAR were non-quantitative and
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remain valid today (see also Section 1.4.4). For example, in
terms of the greenhouse gases, ‘emissions resulting from
human activities are substantially increasing the atmospheric
concentrations of the greenhouse gases: CO,, CH,, CFCs, N,O’
(see Chapters 2 and 3; Section 7.1). On the other hand, the FAR
did not foresee the phase-out of CFCs, missed the importance
of biomass-burning aerosols and dust to climate and stated
that unequivocal detection of the enhanced greenhouse effect
was more than a decade away. The latter two areas highlight
the advance of climate science and in particular the merging
of models and observations in the new field of detection and
attribution (see Section 9.1).

The Policymakers Summary of the WGI FAR gave a broad
overview of climate change science and its Executive Summary
separated key findings into areas of varying levels of confidence
ranging from ‘certainty’ to providing an expert ‘judgment’.
Much of the summary is not quantitative (e.g., the radiative
forcing bar charts do not appear in the summary). Similarly,
scientific uncertainty is hardly mentioned; when ranges are
given, as in the projected temperature increases of 0.2°C to
0.5°C per decade, no probability or likelihood is assigned to
explain the range (see Chapter 10). In discussion of the climate
sensitivity to doubled atmospheric CO, concentration, the
combined subjective and objective criteria are explained: the
range of model results was 1.9°C to 5.2°C; most were close to
4.0°C; but the newer model results were lower; and hence the
best estimate was 2.5°C with a range of 1.5°C to 4.5°C. The
likelihood of the value being within this range was not defined.
However, the importance of identifying those areas where
climate scientists had high confidence was recognised in the
Policymakers Summary.

The Supplementary Report (IPCC, 1992) re-evaluated the
RF values of the FAR and included the new IPCC scenarios for
future emissions, designated 1S92a—f. It also included updated
chapters on climate observations and modelling (see Chapters 3,
4,5, 6 and 8). The treatment of scientific uncertainty remained
as in the FAR. For example, the calculated increase in global
mean surface temperature since the 19th century was given as
0.45°C £ 0.15°C, with no quantitative likelihood for this range
(see Section 3.2).

The SAR, under Bert Bolin (IPCC Chair) and John Houghton
and Gylvan Meira Filho (WGI Co-chairs), was planned with
and coupled to a preliminary Special Report (IPCC, 1995) that
contained intensive chapters on the carbon cycle, atmospheric
chemistry, aerosols and radiative forcing. The WGI SAR
culminated in the government plenary in Madrid in November
1995. The most cited finding from that plenary, on attribution of
climate change, has been consistently reaffirmed by subsequent
research: ‘The balance of evidence suggests a discernible
human influence on global climate’ (see Chapter 9). The SAR
provided key input to the negotiations that led to the adoption
in 1997 of the Kyoto Protocol to the UNFCCC.

Uncertainty in the WGI SAR was defined in a number of
ways. The carbon cycle budgets used symmetric plus/minus
ranges explicitly defined as 90% confidence intervals, whereas
the RF bar chart reported a ‘mid-range’ bar along with a

plus/minus range that was estimated largely on the spread of
published values. The likelihood, or confidence interval, of the
spread of published results was not given. These uncertainties
were additionally modified by a declaration that the confidence
of the RF being within the specified range was indicated by
a stated confidence level that ranged from ‘high’ (greenhouse
gases) to ‘very low’ (aerosols). Due to the difficulty in
approving such a long draft in plenary, the Summary for Policy
Makers (SPM) became a short document with no figures and
few numbers. The use of scientific uncertainty in the SPM was
thus limited and similar to the FAR: a range in the mean surface
temperature increase since 1900 was given as 0.3°C to 0.6°C
with no explanation as to likelihood of this range. While the
underlying report showed projected future warming for a range
of different climate models, the Technical Summary focused on
a central estimate.

The IPCC Special Report on Aviation and the Global
Atmosphere (IPCC, 1999) was a major interim assessment
involving both WGI and WGIII and the Scientific Assessment
Panel to the Montreal Protocol on Substances that Deplete the
Ozone Layer. It assessed the impacts of civil aviation in terms
of climate change and global air quality as well as looking
at the effect of technology options for the future fleet. It was
the first complete assessment of an industrial sub-sector. The
summary related aviation’s role relative to all human influence
on the climate system: ‘The best estimate of the radiative
forcing in 1992 by aircraft is 0.05 W m=2 or about 3.5% of
the total radiative forcing by all anthropogenic activities.” The
authors took a uniform approach to assigning and propagating
uncertainty in these RF values based on mixed objective and
subjective criteria. In addition to a best value, a two-thirds
likelihood (67% confidence) interval is given. This interval
is similar to a one-sigma (i.e., one standard deviation) normal
error distribution, but it was explicitly noted that the probability
distribution outside this interval was not evaluated and might
not have a normal distribution. A bar chart with ‘whiskers’
(two-thirds likelihood range) showing the components and total
(without cirrus effects) RF for aviation in 1992 appeared in the
SPM (see Sections 2.6 and 10.2).

The TAR, under Robert Watson (IPCC Chair) and John
Houghton and Ding YiHui (WGI Co-chairs), was approved
at the government plenary in Shanghai in January 2001.
The predominant summary statements from the TAR WGI
strengthened the SAR’s attribution statement: ‘An increasing
body of observations gives a collective picture of a warming
world and other changes in the climate system’, and ‘There is
new and stronger evidence that most of the warming observed
over the last 50 years is attributable to human activities.” The
TAR Synthesis Report (IPCC, 2001b) combined the assessment
reports from the three Working Groups. By combining data
on global (WGI) and regional (WGII) climate change, the
Synthesis Report was able to strengthen the conclusion
regarding human influence: ‘The Earth’s climate system has
demonstrably changed on both global and regional scales since
the pre-industrial era, with some of these changes attributable
to human activities’ (see Chapter 9).
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Box 1.1: Treatment of Uncertainties in the Working Group | Assessment

The importance of consistent and transparent treatment of uncertainties is clearly recognised by the IPCC in preparing its assess-
ments of climate change. The increasing attention given to formal treatments of uncertainty in previous assessments is addressed in
Section 1.6. To promote consistency in the general treatment of uncertainty across all three Working Groups, authors of the Fourth
Assessment Report have been asked to follow a brief set of guidance notes on determining and describing uncertainties in the context
of an assessment .! This box summarises the way that Working Group | has applied those guidelines and covers some aspects of the
treatment of uncertainty specific to material assessed here.

Uncertainties can be classified in several different ways according to their origin. Two primary types are ‘value uncertainties’ and
‘structural uncertainties' Value uncertainties arise from the incomplete determination of particular values or results, for example, when
data are inaccurate or not fully representative of the phenomenon of interest. Structural uncertainties arise from an incomplete un-
derstanding of the processes that control particular values or results, for example, when the conceptual framework or model used
for analysis does not include all the relevant processes or relationships. Value uncertainties are generally estimated using statistical
techniques and expressed probabilistically. Structural uncertainties are generally described by giving the authors’ collective judgment
of their confidence in the correctness of a result. In both cases, estimating uncertainties is intrinsically about describing the limits to
knowledge and for this reason involves expert judgment about the state of that knowledge. A different type of uncertainty arises
in systems that are either chaotic or not fully deterministic in nature and this also limits our ability to project all aspects of climate
change.

The scientific literature assessed here uses a variety of other generic ways of categorising uncertainties. Uncertainties associated
with ‘random errors’ have the characteristic of decreasing as additional measurements are accumulated, whereas those associated
with ‘systematic errors’do not. In dealing with climate records, considerable attention has been given to the identification of systemat-
ic errors or unintended biases arising from data sampling issues and methods of analysing and combining data. Specialised statistical
methods based on quantitative analysis have been developed for the detection and attribution of climate change and for producing
probabilistic projections of future climate parameters. These are summarised in the relevant chapters.

The uncertainty guidance provided for the Fourth Assessment Report draws, for the first time, a careful distinction between levels
of confidence in scientific understanding and the likelihoods of specific results. This allows authors to express high confidence that an
event is extremely unlikely (e.g., rolling a dice twice and getting a six both times), as well as high confidence that an event is about as
likely as not (e.g., a tossed coin coming up heads). Confidence and likelihood as used here are distinct concepts but are often linked
in practice.

The standard terms used to define levels of confidence in this report are as given in the IPCC Uncertainty Guidance Note, namely:

Confidence Terminology Degree of confidence in being correct
Very high confidence At least 9 out of 10 chance

High confidence About 8 out of 10 chance

Medium confidence About 5 out of 10 chance

Low confidence About 2 out of 10 chance

Very low confidence Less than 1 out of 10 chance

Note that‘low confidence’ and ‘very low confidence’ are only used for areas of major concern and where a risk-based perspective
is justified.

Chapter 2 of this report uses a related term ‘level of scientific understanding’ when describing uncertainties in different contribu-
tions to radiative forcing. This terminology is used for consistency with the Third Assessment Report, and the basis on which the au-
thors have determined particular levels of scientific understanding uses a combination of approaches consistent with the uncertainty
guidance note as explained in detail in Section 2.9.2 and Table 2.11.

1 See Supplementary Material for this report
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The standard terms used in this report to define the likelihood of an outcome or result where this can be estimated

probabilistically are:

Likelihood Terminology

Likelihood of the occurrence/ outcome

Virtually certain
Extremely likely

Very likely

Likely

More likely than not
About as likely as not
Unlikely

Very unlikely
Extremely unlikely
Exceptionally unlikely

> 99% probability

> 95% probability

> 90% probability

> 66% probability

> 50% probability

33 to 66% probability
< 33% probability

< 10% probability

< 5% probability

< 1% probability

The terms ‘extremely likely, ‘extremely unlikely’ and ‘more likely than not’ as defined above have been added to those given in
the IPCC Uncertainty Guidance Note in order to provide a more specific assessment of aspects including attribution and radiative

forcing.

Unless noted otherwise, values given in this report are assessed best estimates and their uncertainty ranges are 90% confidence
intervals (i.e., there is an estimated 5% likelihood of the value being below the lower end of the range or above the upper end of the
range). Note that in some cases the nature of the constraints on a value, or other information available, may indicate an asymmetric

distribution of the uncertainty range around a best estimate.

In an effort to promote consistency, a guidance paper on
uncertainty (Moss and Schneider, 2000) was distributed to all
Working Group authors during the drafting of the TAR. The
WGI TAR made some effort at consistency, noting in the SPM
that when ranges were given they generally denoted 95%
confidence intervals, although the carbon budget uncertainties
were specified as 1 standard deviation (68% likelihood). The
range of 1.5°C to 4.5°C for climate sensitivity to atmospheric
CO, doubling was reiterated but with no confidence assigned;
however, it was clear that the level of scientific understanding
had increased since that same range was first given in the
Charney et al. (1979) report. The RF bar chart noted that the
RF components could not be summed (except for the long-
lived greenhouse gases) and that the ‘whiskers’ on the RF bars
each meant something different (e.g., some were the range of
models, some were uncertainties). Another failure in dealing
with uncertainty was the projection of 21st-century warming:
it was reported as a range covering (i) six Special Report on
Emission Scenarios (SRES) emissions scenarios and (ii) nine
atmosphere-ocean climate models using two grey envelopes
without estimates of likelihood levels. The full range (i.e.,
scenario plus climate model range) of 1.4°C to 5.8°C is a
much-cited finding of the WGI TAR but the lack of discussion
of associated likelihood in the report makes the interpretation
and useful application of this result difficult.

1.7 Summary

As this chapter shows, the history of the centuries-long effort
to document and understand climate change is often complex,
marked by successes and failures, and has followed a very uneven
pace. Testing scientific findings and openly discussing the test
results have been the key to the remarkable progress that is now
accelerating in all domains, in spite of inherent limitations to
predictive capacity. Climate change science is now contributing
to the foundation of a new interdisciplinary approach to
understanding our environment. Consequently, much published
research and many notable scientific advances have occurred
since the TAR, including advances in the understanding and
treatment of uncertainty. Key aspects of recent climate change
research are assessed in Chapters 2 through 11 of this report.
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Chapter 2

Changes in Atmospheric Constituents and in Radiative Forcing

Executive Summary

Radiative forcing (RF)! is a concept used for quantitative
comparisons of the strength of different human and natural
agents in causing climate change. Climate model studies since
the Working Group I Third Assessment Report (TAR; IPCC,
2001) give medium confidence that the equilibrium global mean
temperature response to a given RF is approximately the same
(to within 25%) for most drivers of climate change.

For the first time, the combined RF for all anthropogenic
agents is derived. Estimates are also made for the first time of
the separate RF components associated with the emissions of
each agent.

The combined anthropogenic RF is estimated to be +1.6
[-1.0, +0.8]> W m2, indicating that, since 1750, it is extremely
likely? that humans have exerted a substantial warming
influence on climate. This RF estimate is likely to be at least
five times greater than that due to solar irradiance changes. For
the period 1950 to 2005, it is exceptionally unlikely that the
combined natural RF (solar irradiance plus volcanic aerosol)
has had a warming influence comparable to that of the combined
anthropogenic RF.

Increasing concentrations of the long-lived greenhouse
gases (carbon dioxide (CO,), methane (CH,), nitrous oxide
(N,0), halocarbons and sulphur hexafluoride (SFy); hereinafter
LLGHGS) have led to a combined RF of +2.63 [£0.26] W m2.
Their RF has a high level of scientific understanding.* The 9%
increase in this RF since the TAR is the result of concentration
changes since 1998.

— The global mean concentration of CO, in 2005 was 379
ppm, leading to an RF of +1.66 [+£0.17] W m 2. Past emissions
of fossil fuels and cement production have /ikely contributed
about three-quarters of the current RF, with the remainder
caused by land use changes. For the 1995 to 2005 decade, the
growth rate of CO, in the atmosphere was 1.9 ppm yr-! and the
CO, RF increased by 20%: this is the largest change observed
or inferred for any decade in at least the last 200 years. From
1999 to 2005, global emissions from fossil fuel and cement
production increased at a rate of roughly 3% yr1.

— The global mean concentration of CH, in 2005 was 1,774
ppb, contributing an RF of +0.48 [+0.05] W m—2. Over the past
two decades, CH, growth rates in the atmosphere have generally
decreased. The cause of this is not well understood. However,

this decrease and the negligible long-term change in its main
sink (the hydroxyl radical OH) imply that total CH, emissions
are not increasing.

— The Montreal Protocol gases (chlorofluorocarbons (CFCs),
hydrochlorofluorocarbons (HCFCs), and chlorocarbons) as a
group contributed +0.32 [£0.03] W m2 to the RF in 2005. Their
RF peaked in 2003 and is now beginning to decline.

— Nitrous oxide continues to rise approximately linearly
(0.26% yr!) and reached a concentration of 319 ppb in 2005,
contributing an RF of +0.16 [£0.02] W m2. Recent studies
reinforce the large role of emissions from tropical regions in
influencing the observed spatial concentration gradients.

— Concentrations of many of the fluorine-containing Kyoto
Protocol gases (hydrofluorocarbons (HFCs), perfluorocarbons,
SF4) have increased by large factors (between 4.3 and 1.3)
between 1998 and 2005. Their total RF in 2005 was +0.017
[£0.002] W m~2 and is rapidly increasing by roughly 10% yr-!.

— The reactive gas, OH, is a key chemical species that
influences the lifetimes and thus RF values of CH,, HFCs,
HCFCs and ozone; it also plays an important role in the
formation of sulphate, nitrate and some organic aerosol species.
Estimates of the global average OH concentration have shown
no detectable net change between 1979 and 2004.

Based on newer and better chemical transport models
than were available for the TAR, the RF from increases in
tropospheric ozone is estimated to be +0.35 [-0.1, +0.3]
W m2, with a medium level of scientific understanding. There
are indications of significant upward trends at low latitudes.

The trend of greater and greater depletion of global
stratospheric ozone observed during the 1980s and 1990s
is no longer occurring; however, it is not yet clear whether
these recent changes are indicative of ozone recovery. The
RF is largely due to the destruction of stratospheric ozone
by the Montreal Protocol gases and it is re-evaluated to
be —0.05 [+£0.10] W m2, with a medium level of scientific
understanding.

Based on chemical transport model studies, the RF from
the increase in stratospheric water vapour due to oxidation of
CH, is estimated to be +0.07 [+ 0.05] W m2, with a Jow level
of scientific understanding. Other potential human causes of
water vapour increase that could contribute an RF are poorly
understood.

The total direct aerosol RF as derived from models and
observations is estimated to be —0.5 [£0.4] W m2, with a

1 The RF represents the stratospherically adjusted radiative flux change evaluated at the tropopause, as defined in the TAR. Positive RFs lead to a global mean surface warming
and negative RFs to a global mean surface cooling. Radiative forcing, however, is not designed as an indicator of the detailed aspects of climate response. Unless otherwise men-
tioned, RF here refers to global mean RF. Radiative forcings are calculated in various ways depending on the agent: from changes in emissions and/or changes in concentrations,
and from observations and other knowledge of climate change drivers. In this report, the RF value for each agent is reported as the difference in RF, unless otherwise mentioned,
between the present day (approximately 2005) and the beginning of the industrial era (approximately 1750), and is given in units of W m-2.

2 90% confidence ranges are given in square brackets. Where the 90% confidence range is asymmetric about a best estimate, it is given in the form A [-X, +Y] where the lower limit

of the range is (A - X) and the upper limit is (A + ).

3 The use of ‘extremely likely’ is an example of the calibrated language used in this document, it represents a 95% confidence level or higher; ‘likely’ (66%) is another example (See

Box TS.1).

4 Estimates of RF are accompanied by both an uncertainty range (value uncertainty) and a level of scientific understanding (structural uncertainty). The value uncertainties represent
the 5 to 95% (90%) confidence range, and are based on available published studies; the level of scientific understanding is a subjective measure of structural uncertainty and
represents how well understood the underlying processes are. Climate change agents with a high level of scientific understanding are expected to have an RF that falls within

their respective uncertainty ranges (See Section 2.9.1 and Box TS.1 for more information).
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medium-low level of scientific understanding. The RF due to the
cloud albedo effect (also referred to as first indirect or Twomey
effect), in the context of liquid water clouds, is estimated
to be —0.7 [-1.1, +0.4] W m2, with a low level of scientific
understanding.

— Atmospheric models have improved and many now
represent all aerosol components of significance. Improved in
situ, satellite and surface-based measurements have enabled
verification of global aerosol models. The best estimate and
uncertainty range of the total direct aerosol RF are based on a
combination of modelling studies and observations.

— The direct RF of the individual aerosol species is less
certain than the total direct aerosol RF. The estimates are:
sulphate, —0.4 [£0.2] W m2; fossil fuel organic carbon, —0.05
[£0.05] W m2; fossil fuel black carbon, +0.2 [£0.15] W m2;
biomass burning, +0.03 [+£0.12] W m2; nitrate, —0.1 [£0.1]
W m2; and mineral dust, —0.1 [+0.2] W m=2. For biomass
burning, the estimate is strongly influenced by aerosol overlying
clouds. For the first time best estimates are given for nitrate and
mineral dust aerosols.

— Incorporation of more aerosol species and
improved treatment of aerosol-cloud interactions allow
a best estimate of the cloud albedo effect. However, the
uncertainty remains large. Model studies including more
aerosol species or constrained by satellite observations
tend to yield a relatively weaker RF. Other aspects
of aerosol-cloud interactions (e.g., cloud lifetime, semi-direct
effect) are not considered to be an RF (see Chapter 7).

Land cover changes, largely due to net deforestation, have
increased the surface albedo giving an RF of —0.2 [+0.2]
W m2, with a medium-low level of scientific understanding.
Black carbon aerosol deposited on snow has reduced the surface
albedo, producing an associated RF of +0.1 [£0.1] W m2, with
a low level of scientific understanding. Other surface property
changes can affect climate through processes that cannot be
quantified by RF; these have a very low level of scientific
understanding.

Persistent linear contrails from aviation contribute an RF
of +0.01 [-0.007, +0.02] W m2, with a low level of scientific
understanding; the best estimate is smaller than in the TAR. No
best estimates are available for the net forcing from spreading
contrails and their effects on cirrus cloudiness.

The direct RF due to increases in solar irradiance since 1750
is estimated to be +0.12 [-0.06, +0.18] W m2, with a low level
of scientific understanding. This RF is less than half of the TAR
estimate.

— The smaller RF is due to a re-evaluation of the long-term
change in solar irradiance, namely a smaller increase from the
Maunder Minimum to the present. However, uncertainties in

the RF remain large. The total solar irradiance, monitored from
space for the last three decades, reveals a well-established cycle
of 0.08% (cycle minimum to maximum) with no significant
trend at cycle minima.

— Changes (order of a few percent) in globally averaged
column ozone forced by the solar ultraviolet irradiance 11-year
cycle are now better understood, but ozone profile changes are
less certain. Empirical associations between solar-modulated
cosmic ray ionization of the atmosphere and globally averaged
low-level cloud cover remain ambiguous.

The global stratospheric aerosol concentrations in 2005 were
at their lowest values since satellite measurements began in
about 1980. This can be attributed to the absence of significant
explosive volcanic eruptions since Mt. Pinatubo in 1991.
Aerosols from such episodic volcanic events exert a transitory
negative RF; however, there is limited knowledge of the RF
associated with eruptions prior to Mt. Pinatubo.

The spatial patterns of RFs for non-LLGHGs (ozone, aerosol
direct and cloud albedo effects, and land use changes) have
considerable uncertainties, in contrast to the relatively high
confidence in that of the LLGHGs. The Southern Hemisphere
net positive RF very likely exceeds that in Northern Hemisphere
because of smaller aerosol contributions in the Southern
Hemisphere. The RF spatial pattern is not indicative of the
pattern of climate response.

The total global mean surface forcing? is very likely negative.
By reducing the shortwave radiative flux at the surface, increases
in stratospheric and tropospheric aerosols are principally
responsible for the negative surface forcing. This is in contrast
to LLGHG increases, which are the principal contributors to the
total positive anthropogenic RF.

5 Surface forcing is the instantaneous radiative flux change at the surface; it is a useful diagnostic tool for understanding changes in the heat and moisture surface budgets.
However, unlike RF, it cannot be used for quantitative comparisons of the effects of different agents on the equilibrium global mean surface temperature change.
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2.1 Introduction and Scope

This chapter updates information taken from Chapters 3
to 6 of the IPCC Working Group I Third Assessment Report
(TAR; IPCC, 2001). It concerns itself with trends in forcing
agents and their precursors since 1750, and estimates their
contribution to the radiative forcing (RF) of the climate system.
Discussion of the understanding of atmospheric composition
changes is limited to explaining the trends in forcing agents and
their precursors. Areas where significant developments have
occurred since the TAR are highlighted. The chapter draws
on various assessments since the TAR, in particular the 2002
World Meteorological Organization (WMO)-United Nations
Environment Programme (UNEP) Scientific Assessment of
Ozone Depletion (WMO, 2003) and the IPCC-Technology
and Economic Assessment Panel (TEAP) special report on
Safeguarding the Ozone Layer and the Global Climate System
(IPCC/TEAP, 2005).

The chapter assesses anthropogenic greenhouse gas changes,
aerosol changes and their impact on clouds, aviation-induced
contrails and cirrus changes, surface albedo changes and
natural solar and volcanic mechanisms. The chapter reassesses
the ‘radiative forcing’ concept (Sections 2.2 and 2.8), presents
spatial and temporal patterns of RF, and examines the radiative
energy budget changes at the surface.

For the long-lived greenhouse gases (carbon dioxide
(CO,), methane (CH,), nitrous oxide (N,O), chlorofluoro-
carbons  (CFCs), hydrochlorofluorocarbons  (HCFCs),
hydrofluorocarbons (HFCs), perfluorocarbons (PFCs) and
sulphur hexafluoride (SFy), hereinafter collectively referred
to as the LLGHGs; Section 2.3), the chapter makes use of
new global measurement capabilities and combines long-
term measurements from various networks to update trends
through 2005. Compared to other RF agents, these trends are
considerably better quantified; because of this, the chapter does
not devote as much space to them as previous assessments
(although the processes involved and the related budgets
are further discussed in Sections 7.3 and 7.4). Nevertheless,
LLGHGs remain the largest and most important driver of
climate change, and evaluation of their trends is one of the
fundamental tasks of both this chapter and this assessment.

The chapter considers only ‘forward calculation’ methods
of estimating RF. These rely on observations and/or modelling
of the relevant forcing agent. Since the TAR, several studies
have attempted to constrain aspects of RF using ‘inverse
calculation’ methods. In particular, attempts have been made
to constrain the aerosol RF using knowledge of the temporal
and/or spatial evolution of several aspects of climate. These
include temperatures over the last 100 years, other RFs, climate
response and ocean heat uptake. These methods depend on an
understanding of — and sufficiently small uncertainties in — other
aspects of climate change and are consequently discussed in the
detection and attribution chapter (see Section 9.2).

Other discussions of atmospheric composition changes and
their associated feedbacks are presented in Chapter 7. Radiative

forcing and atmospheric composition changes before 1750 are
discussed in Chapter 6. Future RF scenarios that were presented
in Ramaswamy et al. (2001) are not updated in this report;
however, they are briefly discussed in Chapter 10.

2.2 Concept of Radiative Forcing

The definition of RF from the TAR and earlier IPCC
assessment reports is retained. Ramaswamy et al. (2001) define
it as ‘the change in net (down minus up) irradiance (solar
plus longwave; in W m2) at the tropopause after allowing for
stratospheric temperatures to readjust to radiative equilibrium,
but with surface and tropospheric temperatures and state held
fixed at the unperturbed values’. Radiative forcing is used to
assess and compare the anthropogenic and natural drivers of
climate change. The concept arose from early studies of the
climate response to changes in solar insolation and CO,, using
simple radiative-convective models. However, it has proven
to be particularly applicable for the assessment of the climate
impact of LLGHGs (Ramaswamy et al., 2001). Radiative
forcing can be related through a linear relationship to the
global mean equilibrium temperature change at the surface
(AT,): AT, = ARF, where A is the climate sensitivity parameter
(e.g., Ramaswamy et al., 2001). This equation, developed from
these early climate studies, represents a linear view of global
mean climate change between two equilibrium climate states.
Radiative forcing is a simple measure for both quantifying
and ranking the many different influences on climate change;
it provides a limited measure of climate change as it does not
attempt to represent the overall climate response. However, as
climate sensitivity and other aspects of the climate response
to external forcings remain inadequately quantified, it has the
advantage of being more readily calculable and comparable
than estimates of the climate response. Figure 2.1 shows how
the RF concept fits within a general understanding of climate
change comprised of ‘forcing’ and ‘response’. This chapter
also uses the term ‘surface forcing’ to refer to the instantaneous
perturbation of the surface radiative balance by a forcing
agent. Surface forcing has quite different properties than RF
and should not be used to compare forcing agents (see Section
2.8.1). Nevertheless, it is a useful diagnostic, particularly for
aerosols (see Sections 2.4 and 2.9).

Since the TAR a number of studies have investigated the
relationship between RF and climate response, assessing the
limitations of the RF concept; related to this there has been
considerable debate whether some climate change drivers are
better considered as a ‘forcing’ or a ‘response’ (Hansen et al.,
2005; Jacob et al., 2005; Section 2.8). Emissions of forcing
agents, such as LLGHGs, aerosols and aerosol precursors,
ozone precursors and ozone-depleting substances, are the more
fundamental drivers of climate change and these emissions can
be used in state-of-the-art climate models to interactively evolve
forcing agent fields along with their associated climate change.
In such models, some ‘response’ is necessary to evaluate the
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RF. This ‘response’ is most significant for aerosol-
related cloud changes, where the tropospheric
state needs to change significantly in order to
create a radiative perturbation of the climate
system (Jacob et al., 2005).

Over the palacoclimate time scales that are
discussed in Chapter 6, long-term changes in
forcing agents arise due to so-called ‘boundary
condition’ changes to the Earth’s climate system
(such as changes in orbital parameters, ice sheets
and continents). For the purposes of this chapter,
these ‘boundary conditions’ are assumed to be
invariant and forcing agent changes are considered
to be external to the climate system. The natural
RFs considered are solar changes and volcanoes;
the other RF agents are all attributed to humans.
For the LLGHGs it is appropriate to assume
that forcing agent concentrations have not been
significantly altered by biogeochemical responses
(see Sections 7.3 and 7.4), and RF is typically
calculated in off-line radiative transfer schemes,
using observed changes in concentration (i.e.,
humans are considered solely responsible for their
increase). For the other climate change drivers, RF
is often estimated using general circulation model
(GCM) data employing a variety of methodologies
(Ramaswamy et al., 2001; Stuber et al., 2001b;
Tett et al., 2002; Shine et al., 2003; Hansen et

Components of the Climate Change Process

Direct and indirect changes in

Natural Influences climate change drivers

(e.g., solar processes,
earth orbit, volcanoes)

(e.g., greenhouse gases, aerosols,
cloud microphysics, and solar irradiance)

Non-initial-
radiative
effects

Human Activities
(e.g., fossil fuel burning,
industrial processes,
land use)

Radiative forcing

Climate Perturbation and Response
Biogeochemical
feedback
processes

and pr itation, v
weather events)

(e.g., global and regional temperatures

Figure 2.1. Diagram illustrating how RF is linked to other aspects of climate change assessed
by the IPCC. Human activities and natural processes cause direct and indirect changes in climate
change drivers. In general, these changes result in specific RF changes, either positive or negative,
and cause some non-initial radiative effects, such as changes in evaporation. Radiative forcing and
non-initial radiative effects lead to climate perturbations and responses as discussed in Chapters 6,
7 and 8. Attribution of climate change to natural and anthropogenic factors is discussed in Chapter
9. The coupling among biogeochemical processes leads to feedbacks from climate change to its
drivers (Chapter 7). An example of this is the change in wetland emissions of CH, that may occur in
a warmer climate. The potential approaches to mitigating climate change by altering human activi-
ties (dashed lines) are topics addressed by IPCC’s Working Group Ill.

al., 2005; Section 2.8.3). Often, alternative RF calculation
methodologies that do not directly follow the TAR definition of
a stratospheric-adjusted RF are used; the most important ones
are illustrated in Figure 2.2. For most aerosol constituents (see
Section 2.4), stratospheric adjustment has little effect on the RF,
and the instantaneous RF at either the top of the atmosphere
or the tropopause can be substituted. For the climate change
drivers discussed in Sections 7.5 and 2.5, that are not initially
radiative in nature, an RF-like quantity can be evaluated by

allowing the tropospheric state to change: this is the zero-
surface-temperature-change RF in Figure 2.2 (see Shine et al.,
2003; Hansen et al., 2005; Section 2.8.3). Other water vapour
and cloud changes are considered climate feedbacks and are
evaluated in Section 8.6.

Climate change agents that require changes in the
tropospheric state (temperature and/or water vapour amounts)
prior to causing a radiative perturbation are aerosol-cloud
lifetime effects, aerosol semi-direct effects and some surface

Stratospheric-

Instantaneous RF adjusted RF

Stratospheric tem-

RF = net flux imbalance peratures adjust

at tropopause

temperature fixed in
troposphere and at
surface

temperature fixed
everywhere

Zero-surface-
temperature-change RF

Equilibrium
climate response

No flux imbalance

Atmospheric

temperatures adjust temperatures

adjust everywhere

temperature
fixed at surface

ATs

Figure 2.2. Schematic comparing RF calculation methodologies. Radiative forcing, defined as the net flux imbalance at the tropopause, is shown by an arrow. The horizontal
lines represent the surface (lower line) and tropopause (upper line). The unperturbed temperature profile is shown as the blue line and the perturbed temperature profile as
the orange line. From left to right: Instantaneous RF: atmospheric temperatures are fixed everywhere; stratospheric-adjusted RF: allows stratospheric temperatures to adjust;
zero-surface-temperature-change RF: allows atmospheric temperatures to adjust everywhere with surface temperatures fixed; and equilibrium climate response: allows the
atmospheric and surface temperatures to adjust to reach equilibrium (no tropopause flux imbalance), giving a surface temperature change (AT,).
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Frequently Asked Question 2.1

How do Human Activities Contribute to Climate Change
and How do They Compare with Natural Influences?

Human activities contribute to climate change by causing
changes in Earth’s atmosphere in the amounts of greenhouse gas-
es, aerosols (small particles), and cloudiness. The largest known
contribution comes from the burning of fossil fuels, which releases
carbon dioxide gas to the atmosphere. Greenhouse gases and aero-
sols affect climate by altering incoming solar radiation and out-
going infrared (thermal) radiation that are part of Earth’s energy
balance. Changing the atmospheric abundance or properties of
these gases and particles can lead to a warming or cooling of the
climate system. Since the start of the industrial era (about 1750),
the overall effect of human activities on climate has been a warm-
ing influence. The human impact on climate during this era greatly
exceeds that due to known changes in natural processes, such as
solar changes and volcanic eruptions.

Greenhouse Gases

Human activities result in emissions of four principal green-
house gases: carbon dioxide (CO,), methane (CH,), nitrous oxide
(N,0) and the halocarbons (a group of gases containing fluorine,
chlorine and bromine). These gases accumulate in the atmosphere,
causing concentrations to increase with time. Significant increases
in all of these gases have occurred in the industrial era (see Figure
1). All of these increases are attributable to human activities.

e (Carbon dioxide has increased from fossil fuel use in transpor-
tation, building heating and cooling and the manufacture of
cement and other goods. Deforestation releases CO, and re-
duces its uptake by plants. Carbon dioxide is also released in
natural processes such as the decay of plant matter.

e Methane has increased as a result of human activities related
to agriculture, natural gas distribution and landfills. Methane
is also released from natural processes that occur, for example,
in wetlands. Methane concentrations are not currently increas-
ing in the atmosphere because growth rates decreased over the
last two decades.

e Nitrous oxide is also emitted by human activities such as fertil-
izer use and fossil fuel burning. Natural processes in soils and
the oceans also release N,0.

e Halocarbon gas concentrations have increased primarily due
to human activities. Natural processes are also a small source.
Principal halocarbons include the chlorofluorocarbons (e.g.,
CFC-11 and CFC-12), which were used extensively as refrig-
eration agents and in other industrial processes before their
presence in the atmosphere was found to cause stratospheric
ozone depletion. The abundance of chlorofluorocarbon gases is
decreasing as a result of international regulations designed to
protect the ozone layer.

Concentrations of Greenhouse Gases from O to 2005
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FAQ 2.1, Figure 1. Atmospheric concentrations of important long-lived green-
house gases over the last 2,000 years. Increases since about 1750 are attributed to
human activities in the industrial era. Concentration units are parts per million (ppm)
or parts per billion (ppb), indicating the number of molecules of the greenhouse gas
per million or billion air molecules, respectively, in an atmospheric sample. (Data
combined and simplified from Chapters 6 and 2 of this report.)

e QOzone is a greenhouse gas that is continually produced and
destroyed in the atmosphere by chemical reactions. In the tro-
posphere, human activities have increased ozone through the
release of gases such as carbon monoxide, hydrocarbons and
nitrogen oxide, which chemically react to produce ozone. As
mentioned above, halocarbons released by human activities
destroy ozone in the stratosphere and have caused the ozone
hole over Antarctica.

e Water vapour is the most abundant and important greenhouse
gas in the atmosphere. However, human activities have only
a small direct influence on the amount of atmospheric wa-
ter vapour. Indirectly, humans have the potential to affect
water vapour substantially by changing climate. For example,
a warmer atmosphere contains more water vapour. Human
activities also influence water vapour through CH, emissions,
because CH, undergoes chemical destruction in the strato-
sphere, producing a small amount of water vapour.

e Aerosols are small particles present in the atmosphere with
widely varying size, concentration and chemical composition.
Some aerosols are emitted directly into the atmosphere while
others are formed from emitted compounds. Aerosols contain
both naturally occurring compounds and those emitted as a re-
sult of human activities. Fossil fuel and biomass burning have
increased aerosols containing sulphur compounds, organic
compounds and black carbon (soot). Human activities such as

(continued)
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surface mining and industrial processes
have increased dust in the atmosphere.
Natural aerosols include mineral dust re-
leased from the surface, sea salt aerosols,
biogenic emissions from the land and
oceans and sulphate and dust aerosols
produced by volcanic eruptions.

Radiative Forcing of Factors Affected by
Human Activities

The contributions to radiative forcing
from some of the factors influenced by hu-
man activities are shown in Figure 2. The
values reflect the total forcing relative to the
start of the industrial era (about 1750). The
forcings for all greenhouse gas increases,
which are the best understood of those due
to human activities, are positive because each
gas absorbs outgoing infrared radiation in the
atmosphere. Among the greenhouse gases,
CO, increases have caused the largest forcing
over this period. Tropospheric ozone increas-
es have also contributed to warming, while
stratospheric ozone decreases have contrib-
uted to cooling.

Aerosol particles influence radiative forc-
ing directly through reflection and absorption
of solar and infrared radiation in the atmo-
sphere. Some aerosols cause a positive forcing
while others cause a negative forcing. The di-
rect radiative forcing summed over all aerosol
types is negative. Aerosols also cause a nega-
tive radiative forcing indirectly through the
changes they cause in cloud properties.

Human activities since the industrial era
have altered the nature of land cover over
the globe, principally through changes in
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FAQ 2.1, Figure 2. Summary of the principal components of the radiative forcing of climate change. All these
radiative forcings result from one or more factors that affect climate and are associated with human activities or
natural processes as discussed in the text. The values represent the forcings in 2005 relative to the start of the
industrial era (about 1750). Human activities cause significant changes in long-lived gases, ozone, water vapour,
surface albedo, aerosols and contrails. The only increase in natural forcing of any significance between 1750 and
2005 occurred in Solar irradiance. Positive forcings lead to warming of climate and negative forcings lead to a
cooling. The thin black line attached to each coloured bar represents the range of uncertainty for the respective
value. (Figure adapted from Figure 2.20 of this report.)

FAQ 2.1, Box 1: What is Radiative Forcing?

What is radiative forcing? The influence of a factor that can cause climate change, such as a greenhouse gas, is often evaluated in
terms of its radiative forcing. Radiative forcing is a measure of how the energy balance of the Earth-atmosphere system is influenced
when factors that affect climate are altered. The word radiative arises because these factors change the balance between incoming solar
radiation and outgoing infrared radiation within the Earth’s atmosphere. This radiative balance controls the Earth’s surface temperature.
The term forcing is used to indicate that Earth'’s radiative balance is being pushed away from its normal state.

Radiative forcing is usually quantified as the ‘rate of energy change per unit area of the globe as measured at the top of the atmo-
sphere; and is expressed in units of ‘Watts per square metre’ (see Figure 2). When radiative forcing from a factor or group of factors
is evaluated as positive, the energy of the Earth-atmosphere system will ultimately increase, leading to a warming of the system. In
contrast, for a negative radiative forcing, the energy will ultimately decrease, leading to a cooling of the system. Important challenges
for climate scientists are to identify all the factors that affect climate and the mechanisms by which they exert a forcing, to quantify the
radiative forcing of each factor and to evaluate the total radiative forcing from the group of factors.
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croplands, pastures and forests. They have also modified the reflec-
tive properties of ice and snow. Overall, it is likely that more solar
radiation is now being reflected from Earth’s surface as a result of
human activities. This change results in a negative forcing.

Aircraft produce persistent linear trails of condensation (‘con-
trails’) in regions that have suitably low temperatures and high
humidity. Contrails are a form of cirrus cloud that reflect solar ra-
diation and absorb infrared radiation. Linear contrails from global
aircraft operations have increased Earth’s cloudiness and are esti-
mated to cause a small positive radiative forcing.

Radiative Forcing from Natural Changes

Natural forcings arise due to solar changes and explosive
volcanic eruptions. Solar output has increased gradually in the
industrial era, causing a small positive radiative forcing (see Figure
2). This is in addition to the cyclic changes in solar radiation that

follow an 11-year cycle. Solar energy directly heats the climate
system and can also affect the atmospheric abundance of some
greenhouse gases, such as stratospheric ozone. Explosive volcanic
eruptions can create a short-lived (2 to 3 years) negative forcing
through the temporary increases that occur in sulphate aerosol
in the stratosphere. The stratosphere is currently free of volcanic
aerosol, since the last major eruption was in 1991 (Mt. Pinatubo).

The differences in radiative forcing estimates between the
present day and the start of the industrial era for solar irradiance
changes and volcanoes are both very small compared to the differ-
ences in radiative forcing estimated to have resulted from human
activities. As a result, in today’s atmosphere, the radiative forcing
from human activities is much more important for current and
future climate change than the estimated radiative forcing from
changes in natural processes.

change effects. They need to be accounted for when evaluating
the overall effect of humans on climate and their radiative
effects as discussed in Sections 7.2 and 7.5. However, in both
this chapter and the Fourth Assessment Report they are not
considered to be RFs, although the RF definition could be
altered to accommodate them. Reasons for this are twofold
and concern the need to be simple and pragmatic. Firstly, many
GCMs have some representation of these effects inherent in
their climate response and evaluation of variation in climate
sensitivity between mechanisms already accounts for them (see
‘efficacy’, Section 2.8.5). Secondly, the evaluation of these
tropospheric state changes rely on some of the most uncertain
aspects of a climate model’s response (e.g., the hydrologic
cycle); their radiative effects are very climate-model dependent
and such a dependence is what the RF concept was designed to
avoid. In practice these effects can also be excluded on practical
grounds — they are simply too uncertain to be adequately
quantified (see Sections 7.5, 2.4.5 and 2.5.6).

The RF relationship to transient climate change is not
straightforward. To evaluate the overall climate response
associated with a forcing agent, its temporal evolution and its
spatial and vertical structure need to be taken into account.
Further, RF alone cannot be used to assess the potential climate
change associated with emissions, as it does not take into
account the different atmospheric lifetimes of the forcing agents.
Global Warming Potentials (GWPs) are one way to assess these
emissions. They compare the integrated RF over a specified
period (e.g., 100 years) from a unit mass pulse emission relative
to CO, (see Section 2.10).

2.3 Chemically and Radiatively

Important Gases

2.3.1 Atmospheric Carbon Dioxide

This section discusses the instrumental measurements of CO,,
documenting recent changes in atmospheric mixing ratios needed
for the RF calculations presented later in the section. In addition,
it provides data for the pre-industrial levels of CO, required as
the accepted reference level for the RF calculations. For dates
before about 1950 indirect measurements are relied upon. For
these periods, levels of atmospheric CO, are usually determined
from analyses of air bubbles trapped in polar ice cores. These
time periods are primarily considered in Chapter 6.

A wide range of direct and indirect measurements confirm
that the atmospheric mixing ratio of CO, has increased globally
by about 100 ppm (36%) over the last 250 years, from a range
of 275 to 285 ppm in the pre-industrial era (AD 1000-1750) to
379 ppm in 2005 (see FAQ 2.1, Figure 1). During this period,
the absolute growth rate of CO, in the atmosphere increased
substantially: the first 50 ppm increase above the pre-industrial
value was reached in the 1970s after more than 200 years,
whereas the second 50 ppm was achieved in about 30 years. In
the 10 years from 1995 to 2005 atmospheric CO, increased by
about 19 ppm; the highest average growth rate recorded for any
decade since direct atmospheric CO, measurements began in
the 1950s. The average rate of increase in CO, determined by
these direct instrumental measurements over the period 1960 to
2005 is 1.4 ppm yrl.
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High-precision measurements of atmospheric CO, are
essential to the understanding of the carbon cycle budgets
discussed in Section 7.3. The first in sifu continuous
measurements of atmospheric CO, made by a high-precision
non-dispersive infrared gas analyser were implemented by
C.D. Keeling from the Scripps Institution of Oceanography
(SIO) (see Section 1.3). These began in 1958 at Mauna Loa,
Hawaii, located at 19°N (Keeling et al., 1995). The data
documented for the first time that not only was CO, increasing
in the atmosphere, but also that it was modulated by cycles
caused by seasonal changes in photosynthesis in the terrestrial
biosphere. These measurements were followed by continuous
in situ analysis programmes at other sites in both hemispheres
(Conway et al., 1994; Nakazawa et al., 1997; Langenfelds et
al., 2002). In Figure 2.3, atmospheric CO, mixing ratio data at
Mauna Loa in the Northern Hemisphere (NH) are shown with
contemporaneous measurements at Baring Head, New Zealand
in the Southern Hemisphere (SH; Manning et al., 1997; Keeling
and Whorf, 2005). These two stations provide the longest
continuous records of atmospheric CO, in the NH and SH,
respectively. Remote sites such as Mauna Loa, Baring Head,
Cape Grim (Tasmania) and the South Pole were chosen because
air sampled at such locations shows little short-term variation
caused by local sources and sinks of CO, and provided the first
data from which the global increase of atmospheric CO, was
documented. Because CO, is a LLGHG and well mixed in
the atmosphere, measurements made at such sites provide an
integrated picture of large parts of the Earth including continents
and city point sources. Note that this also applies to the other
LLGHGS reported in Section 2.3.

In the 1980s and 1990s, it was recognised that greater
coverage of CO, measurements over continental areas was
required to provide the basis for estimating sources and sinks of
atmospheric CO, over land as well as ocean regions. Because
continuous CO, analysers are relatively expensive to maintain
and require meticulous on-site calibration, these records are
now widely supplemented by air sample flask programmes,
where air is collected in glass and metal containers at a large
number of continental and marine sites. After collection, the
filled flasks are sent to central well-calibrated laboratories
for analysis. The most extensive network of international
air sampling sites is operated by the National Oceanic and
Atmospheric Administration’s Global Monitoring Division
(NOAA/GMD; formerly NOAA/Climate Monitoring and
Diagnostics Laboratory (CMDL)) in the USA. This organisation
collates measurements of atmospheric CO, from six continuous
analyser locations as well as weekly flask air samples from a
global network of almost 50 surface sites. Many international
laboratories make atmospheric CO, observations and worldwide
databases of their measurements are maintained by the Carbon
Dioxide Information Analysis Center (CDIAC) and by the
World Data Centre for Greenhouse Gases (WDCGQG) in the
WMO Global Atmosphere Watch (GAW) programme.®

The increases in global atmospheric CO, since the industrial
revolution are mainly due to CO, emissions from the combustion
of fossil fuels, gas flaring and cement production. Other sources
include emissions due to land use changes such as deforestation
(Houghton, 2003) and biomass burning (Andreae and Merlet,
2001; van der Werf, 2004). After entering the atmosphere,
CO, exchanges rapidly with the short-lived components of the
terrestrial biosphere and surface ocean, and is then redistributed
on time scales of hundreds of years among all active carbon
reservoirs including the long-lived terrestrial biosphere and
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Figure 2.3. Recent CO, concentrations and emissions. (a) CO, concentrations
(monthly averages) measured by continuous analysers over the period 1970 to

2005 from Mauna Loa, Hawaii (19°N, black; Keeling and Whorf, 2005) and Baring
Head, New Zealand (41°S, blue; following techniques by Manning et al., 1997). Due
to the larger amount of terrestrial biosphere in the NH, seasonal cycles in CO, are
larger there than in the SH. In the lower right of the panel, atmospheric oxygen (0,)
measurements from flask samples are shown from Alert, Canada (82°N, pink) and
Cape Grim, Australia (41°S, cyan) (Manning and Keeling, 2006). The O, concentration
is measured as ‘per meg’ deviations in the 0,/N, ratio from an arbitrary reference,
analogous to the ‘per mil’ unit typically used in stable isotope work, but where the ra-
tio is multiplied by 10 instead of 10° because much smaller changes are measured.
(b) Annual global CO, emissions from fossil fuel burning and cement manufacture

in GtC yr-' (black) through 2005, using data from the CDIAC website (Marland et al,
2006) to 2003. Emissions data for 2004 and 2005 are extrapolated from CDIAC using
data from the BP Statistical Review of World Energy (BP, 2006). Land use emissions
are not shown; these are estimated to be between 0.5 and 2.7 GtC yr-' for the 1990s
(Table 7.2). Annual averages of the '3C/12C ratio measured in atmospheric CO, at
Mauna Loa from 1981 to 2002 (red) are also shown (Keeling et al, 2005). The isotope
data are expressed as d13C(C0.) %o (per mil) deviation from a calibration standard.
Note that this scale is inverted to improve clarity.

6 CDIAC, http://cdiac.esd.ornl.gov/; WDCGG, http://gaw.kishou.go.jp/wdcgg.html.
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deep ocean. The processes governing the movement of carbon
between the active carbon reservoirs, climate carbon cycle
feedbacks and their importance in determining the levels of
CO, remaining in the atmosphere, are presented in Section 7.3,
where carbon cycle budgets are discussed.

The increase in CO, mixing ratios continues to yield the
largest sustained RF of any forcing agent. The RF of CO, is a
function of the change in CO, in the atmosphere over the time
period under consideration. Hence, a key question is ‘How is the
CO, released from fossil fuel combustion, cement production
and land cover change distributed amongst the atmosphere,
oceans and terrestrial biosphere?’. This partitioning has been
investigated using a variety of techniques. Among the most
powerful of these are measurements of the carbon isotopes in
CO, as well as high-precision measurements of atmospheric
oxygen (O,) content. The carbon contained in CO, has two
naturally occurring stable isotopes denoted !12C and 3C. The
first of these, 12C, is the most abundant isotope at about 99%,
followed by 13C at about 1%. Emissions of CO, from coal, gas
and oil combustion and land clearing have 13C/12C isotopic
ratios that are less than those in atmospheric CO,, and each
carries a signature related to its source. Thus, as shown in
Prentice et al. (2001), when CO, from fossil fuel combustion
enters the atmosphere, the 13C/12C isotopic ratio in atmospheric
CO, decreases at a predictable rate consistent with emissions
of CO, from fossil origin. Note that changes in the 13C/12C
ratio of atmospheric CO, are also caused by other sources and
sinks, but the changing isotopic signal due to CO, from fossil
fuel combustion can be resolved from the other components
(Francey et al., 1995). These changes can easily be measured
using modern isotope ratio mass spectrometry, which has the
capability of measuring 13C/!12C in atmospheric CO, to better
than 1 part in 103 (Ferretti et al., 2000). Data presented in Figure
2.3 for the 13C/12C ratio of atmospheric CO, at Mauna Loa show
a decreasing ratio, consistent with trends in both fossil fuel CO,
emissions and atmospheric CO, mixing ratios (Andres et al.,
2000; Keeling et al., 2005).

Atmospheric O, measurements provide a powerful and
independent method of determining the partitioning of CO,
between the oceans and land (Keeling et al., 1996). Atmospheric
0O, and CO, changes are inversely coupled during plant
respiration and photosynthesis. In addition, during the process
of combustion O, is removed from the atmosphere, producing
a signal that decreases as atmospheric CO, increases on a
molar basis (Figure 2.3). Measuring changes in atmospheric
O, is technically challenging because of the difficulty of
resolving changes at the part-per-million level in a background
mixing ratio of roughly 209,000 ppm. These difficulties were
first overcome by Keeling and Shertz (1992), who used an
interferometric technique to show that it is possible to track both
seasonal cycles and the decline of O, in the atmosphere at the
part-per-million level (Figure 2.3). Recent work by Manning
and Keeling (2006) indicates that atmospheric O, is decreasing
at a faster rate than CO, is increasing, which demonstrates
the importance of the oceanic carbon sink. Measurements of

both the 13C/!2C ratio in atmospheric CO, and atmospheric O,
levels are valuable tools used to determine the distribution of
fossil-fuel derived CO, among the active carbon reservoirs, as
discussed in Section 7.3. In Figure 2.3, recent measurements in
both hemispheres are shown to emphasize the strong linkages
between atmospheric CO, increases, O, decreases, fossil fuel
consumption and the 13C/12C ratio of atmospheric CO,.

From 1990 to 1999, a period reported in Prentice et al.
(2001), the emission rate due to fossil fuel burning and cement
production increased irregularly from 6.1 to 6.5 GtC yr! or
about 0.7% yr-!. From 1999 to 2005 however, the emission
rate rose systematically from 6.5 to 7.8 GtC yr! (BP, 2006;
Marland et al., 2006) or about 3.0% yr!, representing a
period of higher emissions and growth in emissions than
those considered in the TAR (see Figure 2.3). Carbon dioxide
emissions due to global annual fossil fuel combustion and
cement manufacture combined have increased by 70% over the
last 30 years (Marland et al., 2006). The relationship between
increases in atmospheric CO, mixing ratios and emissions
has been tracked using a scaling factor known as the apparent
‘airborne fraction’, defined as the ratio of the annual increase
in atmospheric CO, to the CO, emissions from annual fossil
fuel and cement manufacture combined (Keeling et al., 1995).
On decadal scales, this fraction has averaged about 60% since
the 1950s. Assuming emissions of 7 GtC yr-! and an airborne
fraction remaining at about 60%, Hansen and Sato (2004)
predicted that the underlying long-term global atmospheric
CO, growth rate will be about 1.9 ppm yr-!, a value consistent
with observations over the 1995 to 2005 decade.

Carbon dioxide emissions due to land use changes during
the 1990s are estimated as 0.5 to 2.7 GtC yr! (Section 7.3,
Table 7.2), contributing 6% to 39% of the CO, growth rate
(Brovkin et al., 2004). Prentice et al. (2001) cited an inventory-
based estimate that land use change resulted in net emissions of
121 GtC between 1850 and 1990, after Houghton (1999, 2000).
The estimate for this period was revised upwards to 134 GtC
by Houghton (2003), mostly due to an increase in estimated
emissions prior to 1960. Houghton (2003) also extended the
inventory emissions estimate to 2000, giving cumulative
emissions of 156 GtC since 1850. In carbon cycle simulations
by Brovkin et al. (2004) and Matthews et al. (2004), land use
change emissions contributed 12 to 35 ppm of the total CO,
rise from 1850 to 2000 (Section 2.5.3, Table 2.8). Historical
changes in land cover are discussed in Section 2.5.2, and the
CO, budget over the 1980s and 1990s is discussed further in
Section 7.3.

In2005, the global mean average CO, mixing ratio for the SIO
network of 9 sites was 378.75 + 0.13 ppm and for the NOAA/
GMD network of 40 sites was 378.76 + 0.05 ppm, yielding a
global average of almost 379 ppm. For both networks, only
sites in the remote marine boundary layer are used and high-
altitude locations are not included. For example, the Mauna Loa
site is excluded due to an ‘altitude effect’ of about 0.5 ppm. In
addition, the 2005 values are still pending final reference gas
calibrations used to measure the samples.
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New measurements of CO, from Antarctic ice and firn
(MacFarling Meure et al., 2006) update and extend those from
Etheridge et al. (1996) to AD 0. The CO, mixing ratio in 1750
was 277 £ 1.2 ppm.” This record shows variations between
272 and 284 ppm before 1800 and also that CO, mixing ratios
dropped by 5 to 10 ppm between 1600 and 1800 (see Section
6.3). The RF calculations usually take 1750 as the pre-industrial
index (e.g., the TAR and this report). Therefore, using 1750
may slightly overestimate the RF, as the changes in the mixing
ratios of CO,, CH, and N,O after the end of this naturally
cooler period may not be solely attributable to anthropogenic
emissions. Using 1860 as an alternative start date for the RF
calculations would reduce the LLGHG RF by roughly 10%.
For the RF calculation, the data from Law Dome ice cap in the
Antarctic are used because they show the highest age resolution
(approximately 10 years) of any ice core record in existence. In
addition, the high-precision data from the cores are connected
to direct observational records of atmospheric CO, from Cape
Grim, Tasmania.

The simple formulae for RF of the LLGHG quoted in
Ramaswamy et al. (2001) are still valid. These formulae are
based on global RF calculations where clouds, stratospheric
adjustment and solar absorption are included, and give an RF of
+3.7 W m2 for a doubling in the CO, mixing ratio. (The formula
used for the CO, RF calculation in this chapter is the IPCC
(1990) expression as revised in the TAR. Note that for CO,, RF
increases logarithmically with mixing ratio.) Collins et al. (2006)
performed a comparison of five detailed line-by-line models and
20 GCM radiation schemes. The spread of line-by-line model
results were consistent with the £10% uncertainty estimate for
the LLGHG RFs adopted in Ramaswamy et al. (2001) and a
similar £10% for the 90% confidence interval is adopted here.
However, it is also important to note that these relatively small
uncertainties are not always achievable when incorporating the
LLGHG forcings into GCMs. For example, both Collins et al.
(2006) and Forster and Taylor (2006) found that GCM radiation
schemes could have inaccuracies of around 20% in their total
LLGHG RF (see also Sections 2.3.2 and 10.2).

Using the global average value of 379 ppm for atmospheric
CO, in 2005 gives an RF of 1.66 = 0.17 W m2; a contribution
that dominates that of all other forcing agents considered in this
chapter. This is an increase of 13 to 14% over the value reported
for 1998 in Ramaswamy et al. (2001). This change is solely
due to increases in atmospheric CO, and is also much larger
than the RF changes due to other agents. In the decade 1995 to
2005, the RF due to CO, increased by about 0.28 W m=2 (20%),
an increase greater than that calculated for any decade since at
least 1800 (see Section 6.6 and FAQ 2.1, Figure 1).

Table 2.1 summarises the present-day mixing ratios and RF
for the LLGHGs, and indicates changes since 1998. The RF
from CO, and that from the other LLGHGs have a high level
of scientific understanding (Section 2.9, Table 2.11). Note that

the uncertainty in RF is almost entirely due to radiative transfer
assumptions and not mixing ratio estimates, therefore trends in
RF can be more accurately determined than the absolute RF.
From Section 2.5.3, Table 2.8, the contribution from land use
change to the present CO, RF is likely to be about 0.4 W m2
(since 1850). This implies that fossil fuel and cement production
have likely contributed about three-quarters of the current RF.

2.3.2 Atmospheric Methane

This section describes the current global measurement
programmes for atmospheric CH,, which provide the data
required for the understanding of its budget and for the
calculation of its RF. In addition, this section provides data
for the pre-industrial levels of CH, required as the accepted
reference level for these calculations. Detailed analyses of CH,
budgets and its biogeochemistry are presented in Section 7.4.

Methane has the second-largest RF of the LLGHGs after
CO, (Ramaswamy et al., 2001). Over the last 650 kyr, ice
core records indicate that the abundance of CH, in the Earth’s
atmosphere has varied from lows of about 400 ppb during glacial
periods to highs of about 700 ppb during interglacials (Spahni
et al., 2005) with a single measurement from the Vostok core
reaching about 770 ppb (see Figure 6.3).

In 2005, the global average abundance of CH, measured at
the network of 40 surface air flask sampling sites operated by
NOAA/GMD in both hemispheres was 1,774.62 + 1.22 ppb.8
This is the most geographically extensive network of sites
operated by any laboratory and it is important to note that the
calibration scaleituses has changed since the TAR (Dlugokencky
et al., 2005). The new scale (known as NOAAO04) increases all
previously reported CH, mixing ratios from NOAA/GMD by
about 1%, bringing them into much closer agreement with the
Advanced Global Atmospheric Gases Experiment (AGAGE)
network. This scale will be used by laboratories participating
in the WMO’s GAW programme as a ‘common reference’.
Atmospheric CH, is also monitored at five sites in the NH
and SH by the AGAGE network. This group uses automated
systems to make 36 CH, measurements per day at each site, and
the mean for 2005 was 1,774.03 = 1.68 ppb with calibration and
methods described by Cunnold et al. (2002). For the NOAA/
GMD network, the 90% confidence interval is calculated
with a Monte Carlo technique, which only accounts for the
uncertainty due to the distribution of sampling sites. For both
networks, only sites in the remote marine boundary layer are
used and continental sites are not included. Global databases
of atmospheric CH, measurements for these and other CH,
measurement programmes (e.g., Japanese, European and
Australian) are maintained by the CDIAC and by the WDCGG
in the GAW programme.

Present atmospheric levels of CH, are unprecedented in at
least the last 650 kyr (Spahni et al., 2005). Direct atmospheric

7 For consistency with the TAR, the pre-industrial value of 278 ppm is retained in the CO, RF calculation.

8 The 90% confidence range quoted is from the normal standard deviation error for trace gas measurements assuming a normal distribution (i.e., multiplying by a factor of 1.645).

140



Chapter 2 Changes in Atmospheric Constituents and in Radiative Forcing

Table 2.1. Present-day concentrations and RF for the measured LLGHGs. The changes since 1998 (the time of the TAR estimates) are also shown.

Radiative Forcingd

ConcentrationsP and their changes®

Change since Change since
Speciesa 2005 1998 2005 (W m2) 1998 (%)
Cco, 379 + 0.65 ppm +13 ppm 1.66 +13
CH, 1,774 = 1.8 ppb +11 ppb 0.48 -
N,O 319 + 0.12 ppb +5 ppb 0.16 +11
ppt ppt

CFC-11 251 +0.36 -13 0.063 -5
CFC-12 538 +0.18 +4 0.17 +1
CFC-113 79 £ 0.064 -4 0.024 -5
HCFC-22 169+ 1.0 +38 0.033 +29
HCFC-141b 18 + 0.068 +9 0.0025 +93
HCFC-142b 15+ 0.13 +6 0.0031 +57
CH4CCl, 19+ 047 -47 0.0011 -72
CCl, 93 +0.17 -7 0.012 -7
HFC-125 3.7 £0.10e +2.6f 0.0009 +234
HFC-134a 35+0.73 +27 0.0055 +349
HFC-152a 3.9+£0.11e +2.4f 0.0004 +151
HFC-23 18 £ 0.129h +4 0.0033 +29
SFg 5.6 + 0.038 +1.5 0.0029 +36
CF, (PFC-14) 74 +£1.6 - 0.0034 -
C,Fg (PFC-116) 2.9 + 0.0259h +0.5 0.0008 +22
CFCs Totalk 0.268 -1
HCFCs Total 0.039 +33
Montreal Gases 0.320 -1
Other Kyoto Gases

(HFCs + PFCs + SFy) 0.017 +69
Halocarbons 0.337 +1
Total LLGHGs 2.63 +9

Notes:
a See Table 2.14 for common names of gases and the radiative efficiencies used to calculate RF.

b Mixing ratio errors are 90% confidence ranges of combined 2005 data, including intra-annual standard deviation, measurement and global averaging uncertainty.
Standard deviations were multiplied by 1.645 to obtain estimates of the 90% confidence range; this assumes normal distributions. Data for CO, are combined
measurements from the NOAA Earth System Research Laboratory (ESRL) and SIO networks (see Section 2.3.1); CH, measurements are combined data from the
ESRL and Advanced Global Atmospheric Gases Experiment (AGAGE) networks (see Section 2.3.2); halocarbon measurements are the average of ESRL and AGAGE
networks. University of East Anglia (UEA) and Pennsylvania State University (PSU) measurements were also used (see Section 2.3.3).

¢ Pre-industrial values are zero except for CO, (278 ppm), CH, (715 ppb; 700 ppb was used in the TAR), N,O (270 ppb) and CF, (40 ppt).

d 90% confidence ranges for RF are not shown but are approximately 10%. This confidence range is almost entirely due to radiative transfer assumptions, therefore
trends remain valid when quoted to higher accuracies. Higher precision data are used for totals and affect rounding of the values. Percent changes are calculated
relative to 1998.

e Data available from AGAGE network only.

f Data for 1998 not available; values from 1999 are used.

9 Data from UEA only.

h Data from 2003 are used due to lack of available data for 2004 and 2005.

i Data from ESRL only.

11997 data from PSU (Khalil et al., 2003, not updated) are used.

k CFC total includes a small 0.009 W m-2 RF from CFC-13, CFC-114, CFC-115 and the halons, as measurements of these were not updated.
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measurements of the gas made at a wide variety of sites in
both hemispheres over the last 25 years show that, although
the abundance of CH, has increased by about 30% during that
time, its growth rate has decreased substantially from highs of
greater than 1% yr~! in the late 1 70s and early 1980s (Blake
and Rowland, 1988) to lows of close to zero towards the end of
the 1990s (Dlugokencky et al., 1998; Simpson et al., 2002). The
slowdown in the growth rate began in the 1980s, decreasing
from 14 ppb yr-! (about 1% yr-') in 1984 to close to zero during
1999 to 2005, for the network of surface sites maintained by
NOAA/GMD (Dlugokencky et al., 2003). Measurements by
Lowe et al. (2004) for sites in the SH and Cunnold et al. (2002)
for the network of GAGE/AGAGE sites show similar features.
A key feature of the global growth rate of CH, is its current
interannual variability, with growth rates ranging from a high
of 14 ppb yr-! in 1998 to less than zero in 2001, 2004 and 2005.
(Figure 2.4)

The reasons for the decrease in the atmospheric CH,
growth rate and the implications for future changes in its
atmospheric burden are not understood (Prather et al., 2001)
but are clearly related to changes in the imbalance between CH,
sources and sinks. Most CH, is removed from the atmosphere
by reaction with the hydroxyl free radical (OH), which is
produced photochemically in the atmosphere. The role of
OH in controlling atmospheric CH, levels is discussed in
Section 2.3.5. Other minor sinks include reaction with free
chlorine (Platt et al., 2004; Allan et al., 2005), destruction in the
stratosphere and soil sinks (Born et al., 1990).

The total global CH, source is relatively well known but
the strength of each source component and their trends are
not. As detailed in Section 7.4, the sources are mostly biogenic
and include wetlands, rice agriculture, biomass burning and
ruminant animals. Methane is also emitted by various industrial
sources including fossil fuel mining and distribution. Prather et
al. (2001) documented a large range in ‘bottom-up’ estimates
for the global source of CH,. New source estimates published
since then are documented in Table 7.6. However, as reported by
Bergamaschietal. (2005), national inventories based on ‘bottom-
up’ studies can grossly underestimate emissions and ‘top-
down’ measurement-based assessments of reported emissions
will be required for verification. Keppler et al. (2006) reported
the discovery of emissions of CH, from living vegetation and
estimated that this contributed 10 to 30% of the global CH,
source. This work extrapolates limited measurements to a global
source and has not yet been confirmed by other laboratories,
but lends some support to space-borne observations of CH,
plumes above tropical rainforests reported by Frankenberg et
al. (2005). That such a potentially large source of CH, could
have been missed highlights the large uncertainties involved
in current ‘bottom-up’ estimates of components of the global
source (see Section 7.4).

Several wide-ranging hypotheses have been put forward
to explain the reduction in the CH, growth rate and its
variability. For example, Hansen et al. (2000) considered that
economic incentives have led to a reduction in anthropogenic
CH, emissions. The negligible long-term change in its main
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Figure 2.4. Recent CH, concentrations and trends. (a) Time series of global CH,
abundance mole fraction (in ppb) derived from surface sites operated by NOAA/GMD
(blue lines) and AGAGE (red lines). The thinner lines show the CH, global averages
and the thicker lines are the de-seasonalized global average trends from both
networks. (b) Annual growth rate (ppb yr-) in global atmospheric CH, abundance
from 1984 through the end of 2005 (NOAA/GMD, blue), and from 1988 to the end
of 2005 (AGAGE, red). To derive the growth rates and their uncertainties for each
month, a linear least squares method that takes account of the autocorrelation of
residuals is used. This follows the methods of Wang et al. (2002) and is applied

to the de-seasonalized global mean mole fractions from (a) for values six months
before and after the current month. The vertical lines indicate +2 standard deviation
uncertainties (95% confidence interval), and 1 standard deviation uncertainties are
between 0.1 and 1.4 ppb yr-' for both AGAGE and NOAA/GMD. Note that the differ-
ences between AGAGE and NOAA/GMD calibration scales are determined through
occasional intercomparisons.

sink (OH; see Section 2.3.5 and Figure 2.8) implies that CH,
emissions are not increasing. Similarly, Dlugokencky et al.
(1998) and Francey et al. (1999) suggested that the slowdown
in the growth rate reflects a stabilisation of CH, emissions,
given that the observations are consistent with stable emissions
and lifetime since 1982.

Relatively large anomalies occurred in the growth rate
during 1991 and 1998, with peak values reaching 15 and 14
ppb yr!, respectively (about 1% yr'). The anomaly in 1991
was followed by a dramatic drop in the growth rate in 1992
and has been linked with the Mt. Pinatubo volcanic eruption in
June 1991, which injected large amounts of ash and (sulphur
dioxide) SO, into the lower stratosphere of the tropics with
subsequent impacts on tropical photochemistry and the removal
of CH, by atmospheric OH (Bekki et al., 1994; Dlugokencky
et al., 1996). Lelieveld et al. (1998) and Walter et al. (2001a,b)
proposed that lower temperatures and lower precipitation in the
aftermath of the Mt. Pinatubo eruption could have suppressed
CH, emissions from wetlands. At this time, and in parallel with
the growth rate anomaly in the CH, mixing ratio, an anomaly
was observed in the 13C/12C ratio of CH, at surface sites in the
SH. This was attributed to a decrease in emissions from an
isotopically heavy source such as biomass burning (Lowe et al.,
1997; Mak et al., 2000), although these data were not confirmed
by lower frequency measurements from the same period made
by Francey et al. (1999).
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For the relatively large increase in the CH, growth rate
reported for 1998, Dlugokencky et al. (2001) suggested that
wetland and boreal biomass burning sources might have
contributed to the anomaly, noting that 1998 was the warmest
year globally since surface instrumental temperature records
began. Using an inverse method, Chen and Prinn (2006)
attributed the same event primarily to increased wetland and
rice region emissions and secondarily to biomass burning.
The same conclusion was reached by Morimoto et al. (2006),
who used carbon isotopic measurements of CH, to constrain
the relative contributions of biomass burning (one-third) and
wetlands (two-thirds) to the increase.

Based on ice core measurements of CH, (Etheridge et al.,
1998), the pre-industrial global value for CH, from 1700 to
1800 was 715 + 4 ppb (it was also 715 + 4 ppb in 1750), thus
providing the reference level for the RF calculation. This takes
into account the inter-polar difference in CH, as measured from
Greenland and Antarctic ice cores.

The RF due to changes in CH, mixing ratio is calculated
with the simplified yet still valid expression for CH, given in
Ramaswamy et al. (2001). The change in the CH, mixing ratio
from 715 ppb in 1750 to 1,774 ppb (the average mixing ratio
from the AGAGE and GMD networks) in 2005 gives an RF
of +0.48 £ 0.05 W m2, ranking CH, as the second highest RF
of the LLGHGs after CO, (Table 2.1). The uncertainty range
in mixing ratios for the present day represents intra-annual
variability, which is not included in the pre-industrial uncertainty
estimate derived solely from ice core sampling precision. The
estimate for the RF due to CH, is the same as in Ramaswamy et
al. (2001) despite the small increase in its
mixing ratio. The spectral absorption by

2.3.3 Other Kyoto Protocol Gases

At the time of the TAR, N,O had the fourth largest RF among
the LLGHGs behind CO,, CH, and CFC-12. The TAR quoted
an atmospheric N,O abundance of 314 ppb in 1998, an increase
of 44 ppb from its pre-industrial level of around 270 + 7 ppb,
which gave an RF of +0.15 +0.02 W m2. This RF is affected by
atmospheric CH, levels due to overlapping absorptions. As N,O
is also the major source of ozone-depleting nitric oxide (NO)
and nitrogen dioxide (NO,) in the stratosphere, it is routinely
reviewed in the ozone assessments; the most recent assessment
(Montzka et al., 2003) recommended an atmospheric lifetime
of 114 years for N,O. The TAR pointed out large uncertainties
in the major soil, agricultural, combustion and oceanic sources
of N,O. Given these emission uncertainties, its observed rate of
increase of 0.2 to 0.3% yr-! was not inconsistent with its better-
quantified major sinks (principally stratospheric destruction).
The primary driver for the industrial era increase of N,O was
concluded to be enhanced microbial production in expanding
and fertilized agricultural lands.

Ice core data for N,O have been reported extending back
2,000 years and more before present (MacFarling Meure et
al., 2006; Section 6.6). These data, as for CO, and CH,, show
relatively little changes in mixing ratios over the first 1,800
years of this record, and then exhibit a relatively rapid rise (see
FAQ 2.1, Figure 1). Since 1998, atmospheric N,O levels have
steadily risen to 319 + 0.12 ppb in 2005, and levels have been
increasing approximately linearly (at around 0.26% yr!) for the
past few decades (Figure 2.5). A change in the N,O mixing ratio
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expression). Taking the overlapping lines 320~ AGAGE (SH) o
into account using current N,O mixing NOAA/GMD (NH)
ratios instead of pre-industrial mixing NOAA/GMD (SH) iy
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ratios (as in Ramaswamy et al., 2001)
reduces the current RF due to CH, by
1%.

Collins et al. (2006) confirmed that
line-by-line models agree extremely
well for the calculation of clear-sky
instantaneous RF from CH, and N,O
when the same atmospheric background
profile is used. However, GCM radiation 300¢ ‘
schemes were found to be in poor
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and errors of over 50% were possible for
CH,, N,O and the CFCs. In addition, a
small effect from the absorption of solar
radiation was found with the line-by-line
models, which the GCMs did not include
(Section 10.2).
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Figure 2.5. Hemispheric monthly mean N,0 mole fractions (ppb) (crosses for the NH and triangles for the
SH). Observations (in situ) of N,0 from the Atmospheric Lifetime Experiment (ALE) and GAGE (through the
mid-1990s) and AGAGE (since the mid-1990s) networks (Prinn et al., 2000, 2005b) are shown with monthly

standard deviations. Data from NOAA/GMD are shown without these standard deviations (Thompson et al.,
2004). The general decrease in the variability of the measurements over time is due mainly to improved
instrumental precision. The real signal emerges only in the last decade.
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from 270 ppb in 1750 to 319 ppb in 2005 results in an RF of
+0.16 £ 0.02 W m2, calculated using the simplified expression
given in Ramaswamy et al. (2001). The RF has increased by
11% since the time of the TAR (Table 2.1). As CFC-12 levels
slowly decline (see Section 2.3.4), N,O should, with its current
trend, take over third place in the LLGHG RF ranking.

Since the TAR, understanding of regional N,O fluxes has
improved. The results of various studies that quantified the
global N,O emissions from coastal upwelling areas, continental
shelves, estuaries and rivers suggest that these coastal areas
contribute 0.3 to 6.6 TgN yr! of N,O or 7 to 61% of the total
oceanic emissions (Bange et al., 1996; Nevison et al., 2004b;
Kroeze et al., 2005; see also Section 7.4). Using inverse
methods and AGAGE Ireland measurements, Manning et al.
(2003) estimated EU N,O emissions of 0.9 = 0.1 TgN yr-! that
agree well with the United Nations Framework Convention
on Climate Change (UNFCCC) N,O inventory (0.8 = 0.1
TgN yr!). Melillo et al. (2001) provided evidence from
Brazilian land use sequences that the conversion of tropical
forest to pasture leads to an initial increase but a later decline
in emissions of N,O relative to the original forest. They also
deduced that Brazilian forest soils alone contribute about 10%
of total global N,O production. Estimates of N,O sources
and sinks using observations and inverse methods had earlier
implied that a large fraction of global N,O emissions in 1978
to 1988 were tropical: specifically 20 to 29% from 0° to 30°S
and 32 to 39% from 0° to 30°N compared to 11 to 15% from
30°S to 90°S and 22 to 34% from 30°N to 90°N (Prinn et al.,
1990). These estimates were uncertain due to their significant
sensitivity to assumed troposphere-stratosphere exchange rates
that strongly influence inter-hemispheric gradients. Hirsch et al.
(2006) used inverse modelling to estimate significantly lower
emissions from 30°S to 90°S (0 to 4%) and higher emissions
from 0° to 30°N (50 to 64%) than Prinn et al. (1990) during
1998 to 2001, with 26 to 36% from the oceans. The stratosphere
is also proposed to play an important role in the seasonal cycles
of N,O (Nevison et al., 2004a). For example, its well-defined
seasonal cycle in the SH has been interpreted as resulting from
the net effect of seasonal oceanic outgassing of microbially
produced N,O, stratospheric intrusion of low-N,O air and other
processes (Nevison et al., 2005). Nevison et al. also estimated
a Southern Ocean (30°S-90°S) N,O source of 0.9 TgN yr!,
or about 5% of the global total. The complex seasonal cycle in
the NH is more difficult to reconcile with seasonal variations in
the northern latitude soil sources and stratospheric intrusions
(Prinn et al., 2000; T. Liao et al., 2004). The destruction of N,O
in the stratosphere causes enrichment of its heavier isotopomers
and isotopologues, providing a potential method to differentiate
stratospheric and surface flux influences on tropospheric N,O
(Morgan et al., 2004).

Human-made PFCs, HFCs and SF, are very effective
absorbers of infrared radiation, so that even small amounts of
these gases contribute significantly to the RF of the climate
system. The observations and global cycles of the major HFCs,
PFCs and SF, were reviewed in Velders et al. (2005), and this
section only provides a brief review and an update for these
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species. Table 2.1 shows the present mixing ratio and recent
trends in the halocarbons and their RFs. Absorption spectra of
most halocarbons reviewed here and in the following section
are characterised by strongly overlapping spectral lines that
are not resolved at tropospheric pressures and temperatures,
and there is some uncertainty in cross section measurements.
Apart from the uncertainties stemming from the cross sections
themselves, differences in the radiative flux calculations can
arise from the spectral resolution used, tropopause heights,
vertical, spatial and seasonal distributions of the gases, cloud
cover and how stratospheric temperature adjustments are
performed. IPCC/TEAP (2005) concluded that the discrepancy
in the RF calculation for different halocarbons, associated with
uncertainties in the radiative transfer calculation and the cross
sections, can reach 40%. Studies reviewed in IPCC/TEAP
(2005) for the more abundant HFCs show that an agreement
better than 12% can be reached for these when the calculation
conditions are better constrained (see Section 2.10.2).

The HFCs of industrial importance have lifetimes in the
range 1.4 to 270 years. The HFCs with the largest observed
mole fractions in 1998 (as reported in the TAR) were, in
descending order, HFC-23, HFC-134a and HFC-152a. In
2005, the observed mixing ratios of the major HFCs in the
atmosphere were 35 ppt for HFC-134a, 17.5 ppt for HFC-
23 (2003 value), 3.7 ppt for HFC-125 and 3.9 ppt for HFC-
152a (Table 2.1). Within the uncertainties in calibration and
emissions estimates, the observed mixing ratios of the HFCs
in the atmosphere can be explained by the anthropogenic
emissions. Measurements are available from GMD (Thompson
et al., 2004) and AGAGE (Prinn et al., 2000; O’Doherty et al.,
2004; Prinn et al., 2005b) networks as well as from University
of East Anglia (UEA) studies in Tasmania (updated from Oram
et al., 1998; Oram, 1999). These data, summarised in Figure
2.6, show a continuation of positive HFC trends and increasing
latitudinal gradients (larger trends in the NH) due to their
predominantly NH sources. The air conditioning refrigerant
HFC-134a is increasing at a rapid rate in response to growing
emissions arising from its role as a replacement for some CFC
refrigerants. With a lifetime of about 14 years, its current trends
are determined primarily by its emissions and secondarily by
its atmospheric destruction. Emissions of HFC-134a estimated
from atmospheric measurements are in approximate agreement
with industry estimates (Huang and Prinn, 2002; O’Doherty
et al., 2004). IPCC/TEAP (2005) reported that global HFC-
134a emissions started rapidly increasing in the early 1990s,
and that in Europe, sharp increases in emissions are noted for
HFC-134a from 1995 to 1998 and for HFC-152a from 1996 to
2000, with some levelling off through 2003. The concentration
of the foam blower HFC-152a, with a lifetime of only about 1.5
years, is rising approximately exponentially, with the effects of
increasing emissions only partly offset by its rapid atmospheric
destruction. Hydrofluorocarbon-23 has a very long atmospheric
lifetime (approximately 270 years) and is mainly produced as
a by-product of HCFC-22 production. Its concentrations are
rising approximately linearly, driven by these emissions, with
its destruction being only a minor factor in its budget. There are
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also smaller but rising concentrations of HFC-125 and HFC-
143a, which are both refrigerants.

The PFCs, mainly CF, (PFC-14) and C,F, (PFC-116), and
SF, have very large radiative efficiencies and lifetimes in the
range 1,000 to 50,000 years (see Section 2.10, Table 2.14), and
make an essentially permanent contribution to RF. The SF, and
C,F¢ concentrations and RFs have increased by over 20% since
the TAR (Table 2.1 and Figure 2.6), but CF, concentrations
have not been updated since 1997. Both anthropogenic and
natural sources of CF, are important to explain its observed
atmospheric abundance. These PFCs are produced as by-
products of traditional aluminium production, among other
activities. The CF, concentrations have been increasing linearly
since about 1960 and CF, has a natural source that accounts for
about one-half of its current atmospheric content (Harnisch et
al., 1996). Sulphur hexafluoride (SF,) is produced for use as an
electrical insulating fluid in power distribution equipment and
also deliberately released as an essentially inert tracer to study
atmospheric and oceanic transport processes. Its concentration
was 4.2 ppt in 1998 (TAR) and has continued to increase
linearly over the past decade, implying that emissions are
approximately constant. Its very long lifetime ensures that its
emissions accumulate essentially unabated in the atmosphere.
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Figure 2.6. Temporal evolution of the global average dry-air mole fractions (ppt)

of the major halogen-containing LLGHGS. These are derived mainly using monthly
mean measurements from the AGAGE and NOAA/GMD networks. For clarity, the two
network values are averaged with equal weight when both are available. While differ-
ences exist, these network measurements agree reasonably well with each other
(except for CCl, (differences of 2 — 4% between networks) and HCFC-142b (differ-
ences of 3 — 6% between networks)), and with other measurements where available
(see text for references for each gas).

2.3.4 Montreal Protocol Gases

The Montreal Protocol on Substances that Deplete the Ozone
Layer regulates many radiatively powerful greenhouse gases
for the primary purpose of lowering stratospheric chlorine and
bromine concentrations. These gases include the CFCs, HCFCs,
chlorocarbons, bromocarbons and halons. Observations and
global cycles of these gases were reviewed in detail in Chapter
1 of the 2002 Scientific Assessment of Ozone Depletion (WMO,
2003) and in IPCC/TEAP (2005). The discussion here focuses
on developments since these reviews and on those gases that
contribute most to RF rather than to halogen loading. Using
observed 2005 concentrations, the Montreal Protocol gases have
contributed 12% (0.320 W m~2) to the direct RF of all LLGHGs
and 95% to the halocarbon RF (Table 2.1). This contribution is
dominated by the CFCs. The effect of the Montreal Protocol on
these gases has been substantial. IPCC/TEAP (2005) concluded
that the combined CO,-equivalent emissions of CFCs, HCFCs
and HFCs decreased from a peak of about 7.5 GtCO,-eq yr!
in the late 1980s to about 2.5 GtCO,-eq yr-! by the year 2000,
corresponding to about 10% of that year’s CO, emissions due
to global fossil fuel burning.

Measurements of the CFCs and HCFCs, summarised in
Figure 2.6, are available from the AGAGE network (Prinn et
al., 2000, 2005b) and the GMD network (Montzka et al., 1999
updated; Thompson et al., 2004). Certain flask measurements
are also available from the University of California at Irvine
(UCT; Blake et al., 2001 updated) and UEA (Oram et al., 1998;
Oram, 1999 updated). Two of the major CFCs (CFC-11 and
CFC-113) have both been decreasing in the atmosphere since
the mid-1990s. While their emissions have decreased very
substantially in response to the Montreal Protocol, their long
lifetimes of around 45 and 85 years, respectively, mean that their
sinks can reduce their levels by only about 2% and 1% yr1,
respectively. Nevertheless, the effect of the Montreal Protocol
has been to substantially reduce the growth of the halocarbon
RF, which increased rapidly from 1950 until about 1990. The
other major CFC (CFC-12), which is the third most important
LLGHG, is finally reaching a plateau in its atmospheric levels
(emissions equal loss) and may have peaked in 2003. Its 100-
year lifetime means that it can decrease by only about 1% yr-!
even when emissions are zero. The levelling off for CFC-12 and
approximately linear downward trends for CFC-11 and CFC-
113 continue. Latitudinal gradients of all three are very small
and decreasing as expected. The combined CFC and HCFC
RF has been slowly declining since 2003. Note that the 1998
concentrations of CFC-11 and CFC-12 were overestimated in
Table 6.1 of the TAR. This means that the total halocarbon RF
quoted for 2005 in Table 2.1 (0.337 W m2) is slightly smaller
than the 0.34 W m2 quoted in the TAR, even though the
measurements indicate a small 1% rise in the total halocarbon
RF since the time of the TAR (Table 2.1).

The major solvent, methyl chloroform (CH;CCl,), is of
special importance regarding RFs, not because of its small RF
(see Table 2.1 and Figure 2.6), but because this gas is widely
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used to estimate concentrations of OH, which 7
is the major sink species for CH,, HFCs, and
HCFCs and a major production mechanism
for sulphate, nitrate and some organic aerosols
as discussed in Section 2.3.5. The global
atmospheric methyl chloroform concentration
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to 1998 US emissions may be underestimated 1980
by an average of about 9.0 Gg yr! over this 3-
year period. East Asian emissions deduced from
aircraft data in 2001 are about 1.7 Gg above
industry data (Palmer et al., 2003; see also
Yokouchi et al., 2005) while recent Australian
and Russian emissions are negligible (Prinn et
al., 2001; Hurst et al., 2004).

Carbon tetrachloride (CCly) is the
second most rapidly decreasing atmospheric
chlorocarbon after methyl chloroform.
Levels peaked in early 1990 and decreased
approximately linearly since then (Figure 2.7).
Its major use was as a feedstock for CFC manufacturing. Unlike
methyl chloroform, a significant inter-hemispheric CCl, gradient
still exists in 2005 in spite of its moderately long lifetime of
20 to 30 years, resulting from a persistence of significant NH
emissions.

HCFCs of industrial importance have lifetimes in the range
of 1.3 to 20 years. Global and regional emissions of the CFCs
and HCFCs have been derived from observed concentrations
and can be used to check emission inventory estimates.
Montzka et al. (2003) and IPCC/TEAP (2005) concluded that
global emissions of HCFC-22 rose steadily over the period
1975 to 2000, while those of HCFC-141b and HCFC-142b
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Figure 2.7. Annual rates of change in the global atmospheric masses of each of the major LLGHGS ex-
pressed in common units of GtC yr-1. These rates are computed from their actual annual mass changes
in Gt yr-1 (as derived from their observed global and annual average mole fractions presented in Figures
2.3 10 2.6 and discussed in Sections 2.3.1 to 2.3.4) by multiplying them by their GWPs for 100-year time
horizons and then dividing by the ratio of the CO, to carbon (C) masses (44/12). These rates are positive
or negative whenever the mole fractions are increasing or decreasing, respectively. Use of these com-
mon units provides an approximate way to intercompare the fluxes of LLGHGS, using the same approach
employed to intercompare the values of LLGHG emissions under the Kyoto Protocol (see, e.g., Prinn,
2004). Note that the negative indirect RF of CFCs and HCFCs due to stratospheric ozone depletion is not
included. The oscillations in the CF, curve may result partly from truncation in reported mole fractions.

started increasing quickly in the early 1990s and then began to
decrease after 2000.

To provide a direct comparison of the effects on global
warming due to the annual changes in each of the non-CO,
greenhouse gases (discussed in Sections 2.3.2,2.3.3 and 2.3.4)
relative to CO,, Figure 2.7 shows these annual changes in
atmospheric mass multiplied by the GWP (100-year horizon)
for each gas (e.g., Prinn, 2004). By expressing them in this way,
the observed changes in all non-CO, gases in GtC equivalents
and the significant roles of CH,, N,O and many halocarbons are
very evident. This highlights the importance of considering the
full suite of greenhouse gases for RF calculations.
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2.3.5 Trends in the Hydroxyl Free Radical

The hydroxyl free radical (OH) is the major oxidizing
chemical in the atmosphere, destroying about 3.7 Gt of trace
gases, including CH, and all HFCs and HCFCs, each year
(Ehhalt, 1999). It therefore has a very significant role in
limiting the LLGHG RF. IPCC/TEAP (2005) concluded that
the OH concentration might change in the 21st century by —18
to +5% depending on the emission scenario. The large-scale
concentrations and long-term trends in OH can be inferred
indirectly using global measurements of trace gases for which
emissions are well known and the primary sink is OH. The best
trace gas used to date for this purpose is methyl chloroform;
long-term measurements of this gas are reviewed in Section
2.3.4. Other gases that are useful OH indicators include 4CO,
which is produced primarily by cosmic rays (Lowe and Allan,
2002). While the accuracy of the “CO cosmic ray and other
14CO source estimates and the frequency and spatial coverage
of its measurements do not match those for methyl chloroform,
the 14CO lifetime (2 months) is much shorter than that of methyl
chloroform (4.9 years). As a result, 14CO provides estimates of
average concentrations of OH that are more regional, and is
capable of resolving shorter time scales than those estimated
from methyl chloroform. The 4CO source variability is better
defined than its absolute magnitude so it is better for inferring
relative rather than absolute trends. Another useful gas is the
industrial chemical HCFC-22. It yields OH concentrations
similar to those derived from methyl chloroform, but with less
accuracy due to greater uncertainties in emissions and less
extensive measurements (Miller et al., 1998). The industrial
gases HFC-134a, HCFC-141b and HCFC-142b are potentially
useful OH estimators, but the accuracy of their emission
estimates needs improvement (Huang and Prinn, 2002;
O’Doherty et al., 2004).

Indirect measurements of OH using methyl chloroform
have established that the globally weighted average OH
concentration in the troposphere is roughly 106 radicals per
cubic centimetre (Prinn et al., 2001; Krol and Lelieveld, 2003).
A similar average concentration is derived using “CO (Quay
et al., 2000), although the spatial weighting here is different.
Note that methods to infer global or hemispheric average OH
concentrations may be insensitive to compensating regional OH
changes such as OH increases over continents and decreases over
oceans (Lelieveld et al., 2002). In addition, the quoted absolute
OH concentrations (but not their relative trends) depend on the
choice of weighting (e.g., Lawrence et al., 2001). While the
global average OH concentration appears fairly well defined
by these indirect methods, the temporal trends in OH are more
difficult to discern since they require long-term measurements,
optimal inverse methods and very accurate calibrations, model
transports and methyl chloroform emissions data. From AGAGE
methyl chloroform measurements, Prinn et al. (2001) inferred
that global OH levels grew between 1979 and 1989, but then
declined between 1989 and 2000, and also exhibited significant
interannual variations. They concluded that these decadal
global variations were driven principally by NH OH, with

SH OH decreasing from 1979 to 1989 and staying essentially
constant after that. Using the same AGAGE data and identical
methyl chloroform emissions, a three-dimensional model
analysis (Krol and Lelieveld, 2003) supported qualitatively
(but not quantitatively) the earlier result (Prinn et al., 2001)
that OH concentrations increased in the 1980s and declined
in the 1990s. Prinn et al. (2001) also estimated the emissions
required to provide a zero trend in OH. These required methyl
chloroform emissions differed substantially from industry
estimates by McCulloch and Midgley (2001) particularly for
1996 to 2000. However, Krol and Lelieveld (2003) argued that
the combination of possible underestimated recent emissions,
especially the >20 Gg European emissions deduced by Krol
et al. (2003), and the recent decreasing effectiveness of the
stratosphere as a sink for tropospheric methyl chloroform, may
be sufficient to yield a zero deduced OH trend. As discussed
in Section 2.3.4, estimates of European emissions by Reimann
et al. (2005) are an order of magnitude less than those of Krol
et al. (2003). In addition, Prinn et al. (2005a) extended the
OH estimates through 2004 and showed that the Prinn et al.
(2001) decadal and interannual OH estimates remain valid even
after accounting for the additional recent methyl chloroform
emissions discussed in Section 2.3.4. They also reconfirmed
the OH maximum around 1989 and a larger OH minimum
around 1998, with OH concentrations then recovering so that
in 2003 they were comparable to those in 1979. They noted that
the 1997 to 1999 OH minimum coincides with, and is likely
caused by, major global wildfires and an intense El Nifio at that
time. The 1997 Indonesian fires alone have been estimated to
have lowered global late-1997 OH levels by 6% due to carbon
monoxide (CO) enhancements (Duncan et al., 2003).

Methyl chloroform is also destroyed in the stratosphere.
Because its stratospheric loss frequency is less than that in the
troposphere, the stratosphere becomes a less effective sink for
tropospheric methyl chloroform over time (Krol and Lelieveld,
2003), and even becomes a small source to the troposphere
beginning in 1999 in the reference case in the Prinn et al. (2001,
2005a) model. Loss to the ocean has usually been considered
irreversible, and its rates and uncertainties have been obtained
from observations (Yvon-Lewis and Butler, 2002). However,
Wennberg et al. (2004) recently proposed that the polar oceans
may have effectively stored methyl chloroform during the pre-
1992 years when its atmospheric levels were rising, but began
re-emitting it in subsequent years, thus reducing the overall
oceanic sink. Prinn et al. (2005a) tried both approaches and
found that their inferred interannual and decadal OH variations
were present using either formulation, but inferred OH was
lower in the pre-1992 years and higher after that using the
Wennberg et al. (2004) formulation.

More recently, Bousquet et al. (2005) used an inverse
method with a three-dimensional model and methyl chloroform
measurements and concluded that substantial year-to-year
variations occurred in global average OH concentrations
between 1980 and 2000. This conclusion was previously
reached by Prinn et al. (2001), but subsequently challenged
by Krol and Lelieveld (2003) who argued that these variations
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were caused by model shortcomings and that models need,
in particular, to include observationally-based, interannually
varying meteorology to provide accurate annual OH estimates.
Neither the two-dimensional Prinn et al. (2001) nor the
three-dimensional Krol et al. (2003) inversion models used
interannually varying circulation. However, the Bousquet et al.
(2005) analysis, which uses observationally based meteorology
and estimates OH on monthly time scales, yields interannual
OH variations that agree very well with the Prinn et al. (2001)
and equivalent Krol and Lelieveld (2003) estimates (see Figure
2.8). However, when Bousquet et al. (2005) estimated both OH
concentrations and methyl chloroform emissions (constrained
by their uncertainties as reported by McCulloch and Midgley,
2001), the OH variations were reduced by 65% (dashed line
in Figure 2.8). The error bars on the Prinn et al. (2001, 2005a)

OH estimates, which account for these emission uncertainties
using Monte Carlo ensembles of inversions, also easily allow
such a reduction in OH variability (thin vertical bars in Figure
2.8). This implies that these interannual OH variations are real,
but only their phasing and not their amplitude, is well defined.
Bousquet et al. (2005) also deduced that OH in the SH shows a
zero to small negative trend, in qualitative agreement with Prinn
et al. (2001). Short-term variations in OH were also recently
deduced by Manning et al. (2005) using 13 years of “CO
measurements in New Zealand and Antarctica. They found no
significant long-term trend between 1989 and 2003 in SH OH
but provided evidence for recurring multi-month OH variations
of around 10%. They also deduced even larger (20%) OH
decreases in 1991 and 1997, perhaps triggered by the 1991 Mt.
Pinatubo eruption and the 1997 Indonesian fires. The similarity
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Figure 2.8. Estimates used to evaluate trends in weighted global average OH concentrations. (A) and (B): comparison of 1980 to 1999 OH anomalies (relative to their long-
term means) inferred by Bousquet et al. (2005), Prinn et al. (2001) and Krol et al. (2003) from AGAGE methy! chloroform observations, and by Bousquet et al. (2005) when methyl
chloroform emissions as well as OH are inferred; error bars for Bousquet et al. (2005) refer to 1 standard deviation inversion errors while yellow areas refer to the envelope of
their 18 OH inversions. (C) OH concentrations for 1979 to 2003 inferred by Prinn et al. (2005a) (utilising industry emissions corrected using recent methyl chloroform observa-
tions), showing the recovery of 2003 OH levels to 1979 levels; also shown are results assuming uncorrected emissions and estimates of recent oceanic re-emissions. Error bars
in Prinn et al. (2001, 2005a) are 1 standard deviation and include inversion, model, emission and calibration errors from large Monte Carlo ensembles (see Section 2.3.5 for

details and references).
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of many of these results to those from methyl chloroform
discussed above is very important, given the independence of
the two approaches.

RF calculations of the LLGHGs are calculated from
observed trends in the LLGHG concentrations and therefore
OH concentrations do not directly affect them. Nevertheless
OH trends are needed to quantify LLGHG budgets (Section
7.4) and for understanding future trends in the LLGHGs and
tropospheric ozone.

2.3.6 Ozone

In the TAR, separate estimates for RF due to changes in
tropospheric and stratospheric ozone were given. Stratospheric
ozone RF was derived from observations of ozone change
from roughly 1979 to 1998. Tropospheric ozone RF was based
on chemical model results employing changes in precursor
hydrocarbons, CO and nitrogen oxides (NO,). Over the satellite
era (since approximately 1980), stratospheric ozone trends
have been primarily caused by the Montreal Protocol gases,
and in Ramaswamy et al. (2001) the stratospheric ozone RF
was implicitly attributed to these gases. Studies since then have
investigated a number of possible causes of ozone change in the
stratosphere and troposphere and the attribution of ozone trends
to a given precursor is less clear. Nevertheless, stratospheric
ozone and tropospheric ozone RFs are still treated separately
in this report. However, the RFs are more associated with the
vertical location of the ozone change than they are with the
agent(s) responsible for the change.
2.3.6.1  Stratospheric Ozone

The TAR reported that ozone depletion in the stratosphere
had caused a negative RF of —-0.15 W m2 as a best estimate over
the period since 1750. A number of recent reports have assessed
changes in stratospheric ozone and the research into its causes,
including Chapters 3 and 4 of the 2002 Scientific Assessment of
Ozone Depletion (WMO, 2003) and Chapter 1 of IPCC/TEAP
(2005). This section summarises the material from these reports
and updates the key results using more recent research.

Global ozone amounts decreased between the late 1970s
and early 1990s, with the lowest values occurring during
1992 to 1993 (roughly 6% below the 1964 to 1980 average),
and slightly increasing values thereafter. Global ozone for the
period 2000 to 2003 was approximately 4% below the 1964
to 1980 average values. Whether or not recently observed
changes in ozone trends (Newchurch et al., 2003; Weatherhead
and Andersen, 2006) are already indicative of recovery of the
global ozone layer is not yet clear and requires more detailed
attribution of the drivers of the changes (Steinbrecht et al.,
2004a (see also comment and reply: Cunnold et al., 2004 and
Steinbrecht et al., 2004b); Hadjinicolaou et al., 2005; Krizan
and Lastovicka, 2005; Weatherhead and Andersen, 2006). The
largest ozone changes since 1980 have occurred during the late
winter and spring over Antarctica where average total column
ozone in September and October is about 40 to 50% below pre-

1980 values (WMO, 2003). Ozone decreases over the Arctic
have been less severe than have those over the Antarctic, due
to higher temperature in the lower stratosphere and thus fewer
polar stratospheric clouds to cause the chemical destruction.
Arctic stratospheric ozone levels are more variable due to
interannual variability in chemical loss and transport.

The temporally and seasonally non-uniform nature of
stratospheric ozone trends has important implications for the
resulting RF. Global ozone decreases result primarily from
changes in the lower stratospheric extratropics. Total column
ozone changes over the mid-latitudes of the SH are significantly
larger than over the mid-latitudes of the NH. Averaged over
the period 2000 to 2003, SH values are 6% below pre-1980
values, while NH values are 3% lower. There is also significant
seasonality in the NH ozone changes, with 4% decreases in
winter to spring and 2% decreases in summer, while long-term
SH changes are roughly 6% year round (WMO, 2003). Southern
Hemisphere mid-latitude ozone shows significant decreases
during the mid-1980s and essentially no response to the effects
of'the Mt. Pinatubo volcanic eruption in June 1991; both of these
features remain unexplained. Pyle et al. (2005) and Chipperfield
etal. (2003) assessed several studies that show that a substantial
fraction (roughly 30%) of NH mid-latitude ozone trends are not
directly attributable to anthropogenic chemistry, but are related
to dynamical effects, such as tropopause height changes. These
dynamical effects are likely to have contributed a larger fraction
of the ozone RF in the NH mid-latitudes. The only study to
assess this found that 50% of the RF related to stratospheric
ozone changes between 20°N to 60°N over the period 1970 to
1997 is attributable to dynamics (Forster and Tourpali, 2001).
These dynamical changes may well have an anthropogenic
origin and could even be partly caused by stratospheric ozone
changes themselves through lower stratospheric temperature
changes (Chipperfield et al., 2003; Santer et al., 2004), but are
not directly related to chemical ozone loss.

At the time of writing, no study has utilised ozone trend
observations after 1998 to update the RF values presented
in Ramaswamy et al. (2001). However, Hansen et al. (2005)
repeated the RF calculation based on the same trend data set
employed by studies assessed in Ramaswamy et al. (2001)
and found an RF of roughly —0.06 W m2. A considerably
stronger RF of —0.2 + 0.1 W m2 previously estimated by the
same group affected the Ramaswamy et al. (2001) assessment.
The two other studies assessed in Ramaswamy et al. (2001),
using similar trend data sets, found RFs of —0.01 W m~2 and
—0.10 W m2. Using the three estimates gives a revision of the
observationally based RF for 1979 to 1998 to about —0.05 =
0.05 Wm=2.

Gauss et al. (2006) compared results from six chemical
transport models that included changes in ozone precursors to
simulate both the increase in the ozone in the troposphere and
the ozone reduction in the stratosphere over the industrial era.
The 1850 to 2000 annually averaged global mean stratospheric
ozone column reduction for these models ranged between 14 and
29 Dobson units (DU). The overall pattern of the ozone changes
from the models were similar but the magnitude of the ozone
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changes differed. The models showed a reduction in the ozone
at high latitudes, ranging from around 20 to 40% in the SH and
smaller changes in the NH. All models have a maximum ozone
reduction around 15 km at high latitudes in the SH. Differences
between the models were also found in the tropics, with some
models simulating about a 10% increase in the lower stratosphere
and other models simulating decreases. These differences
were especially related to the altitude where the ozone trend
switched from an increase in the troposphere to a decrease in
the stratosphere, which ranged from close to the tropopause to
around 27 km. Several studies have shown that ozone changes
in the tropical lower stratosphere are very important for the
magnitude and sign of the ozone RF (Ramaswamy et al., 2001).
The resulting stratospheric ozone RF ranged between —0.12 and
+0.07 W m2. Note that the models with either a small negative
or a positive RF also had a small increase in tropical lower
stratospheric ozone, resulting from increases in tropospheric
ozone precursors; most of this increase would have occurred
before the time of stratospheric ozone destruction by the Montreal
Protocol gases. These RF calculations also did not include any
negative RF that may have resulted from stratospheric water
vapour increases. It has been suggested (Shindell and Faluvegi,
2002) that stratospheric ozone during 1957 to 1975 was lower by
about 7 DU relative to the first half of the 20th century as a result
of possible stratospheric water vapour increases; however, these
long-term increases in stratospheric water vapour are uncertain
(see Sections 2.3.7 and 3.4).

The stratospheric ozone RF is assessed to be —0.05 + 0.10
W m2 between pre-industrial times and 2005. The best estimate
is from the observationally based 1979 to 1998 RF of —0.05 =
0.05 W m2, with the uncertainty range increased to take into
account ozone change prior to 1979, using the model results
of Gauss et al. (2006) as a guide. Note that this estimate takes
into account causes of stratospheric ozone change in addition to
those due to the Montreal Protocol gases. The level of scientific
understanding is medium, unchanged from the TAR (see Section
2.9, Table 2.11).
2.3.6.2  Tropospheric Ozone

The TAR identified large regional differences in observed
trends in tropospheric ozone from ozonesondes and surface
observations. The TAR estimate of RF from tropospheric ozone
was +0.35 + 0.15 W m2. Due to limited spatial and temporal
coverage of observations of tropospheric ozone, the RF
estimate is based on model simulations. In the TAR, the models
considered only changes in the tropospheric photochemical
system, driven by estimated emission changes (NO,, CO, non-
methane volatile organic compounds (NMVOCs), and CH,)
since pre-industrial times. Since the TAR, there have been
major improvements in models. The new generation models
include several Chemical Transport Models (CTMs) that couple
stratospheric and tropospheric chemistry, as well as GCMs
with on-line chemistry (both tropospheric and stratospheric).
While the TAR simulations did not consider changes in ozone
within the troposphere caused by reduced influx of ozone from
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the stratosphere (due to ozone depletion in the stratosphere),
the new models include this process (Gauss et al., 2006). This
advancement in modelling capabilities and the need to be
consistent with how the RF due to changes in stratospheric
ozone is derived (based on observed ozone changes) have led
to a change in the definition of RF due to tropospheric ozone
compared with that in the TAR. Changes in tropospheric ozone
due to changes in transport of ozone across the tropopause,
which are in turn caused by changes in stratospheric ozone, are
now included.

Trends in anthropogenic emissions of ozone precursors for
the period 1990 to 2000 have been compiled by the Emission
Database for Global Atmospheric Research (EDGAR)
consortium (Olivier and Berdowski, 2001 updated). For
specific regions, there is significant variability over the period
due to variations in the emissions from open biomass burning
sources. For all components (NO,, CO and volatile organic
compounds (VOCs)) industrialised regions like the USA and
Organisation for Economic Co-operation and Development
(OECD) Europe show reductions in emissions, while regions
dominated by developing countries show significant growth
in emissions. Recently, the tropospheric burdens of CO and
NO, were estimated from satellite observations (Edwards et
al., 2004; Richter et al., 2005), providing much needed data for
model evaluation and very valuable constraints for emission
estimates.

Assessment of long-term trends in tropospheric ozone is
difficult due to the scarcity of representative observing sites with
long records. The long-term tropospheric ozone trends vary both
in terms of sign and magnitude and in the possible causes for the
change (Oltmans et al., 2006). Trends in tropospheric ozone at
northern middle and high latitudes have been estimated based on
ozonesonde data by WMO (2003), Naja et al. (2003), Naja and
Akimoto (2004), Tarasick et al. (2005) and Oltmans et al. (2006).
Over Europe, ozone in the free troposphere increased from the
early 20th century until the late 1980s; since then the trend has
levelled off or been slightly negative. Naja and Akimoto (2004)
analysed 33 years of ozonesonde data from Japanese stations,
and showed an increase in ozone in the lower troposphere (750—
550 hPa) between the periods 1970 to 1985 and 1986 to 2002 of
12 to 15% at Sapporo and Tsukuba (43°N and 36°N) and 35% at
Kagoshima (32°N). Trajectory analysis indicates that the more
southerly station, Kagoshima, is significantly more influenced
by air originating over China, while Sapporo and Tsukuba are
more influenced by air from Eurasia. At Naha (26°N) a positive
trend (5% per decade) is found between 700 and 300 hPa
(1990-2004), while between the surface and 700 hPa a slightly
negative trend is observed (Oltmans et al., 2006). Ozonesondes
from Canadian stations show negative trends in tropospheric
ozone between 1980 and 1990, and a rebound with positive
trends during 1991 to 2001 (Tarasick et al., 2005). Analysis
of stratosphere-troposphere exchange processes indicates that
the rebound during the 1990s may be partly a result of small
changes in atmospheric circulation.

Trends are also derived from surface observations. Jaffe et
al. (2003) derived a positive trend of 1.4% yr! between 1988
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and 2003 using measurements from Lassen Volcanic Park in
California (1,750 m above sea level), consistent with the trend
derived by comparing two aircraft campaigns (Parrish et al.,
2004). However, a number of other sites show insignificant
changes over the USA over the last 15 years (Oltmans et
al., 2006). Over Europe and North America, observations
from Whiteface Mountain, Wallops Island, Hohenpeisenberg,
Zugspitze and Mace Head (flow from the European sector)
show small trends or reductions during summer, while there
is an increase during winter (Oltmans et al., 2006). These
observations are consistent with reduced NO, emissions

and Brasseur, 2001; Mickley et al., 2001; Shindell et al., 2003a;
Mickley et al., 2004; Wong et al., 2004; Liao and Seinfeld,
2005; Shindell et al.,, 2005). In addition, a multi-model
experiment including 10 global models was organised through
the Atmospheric Composition Change: an European Network
(ACCENT; Gauss et al., 2006). Four of the ten ACCENT
models have detailed stratospheric chemistry. The adjusted RF
for all models was calculated by the same radiative transfer
model. The normalised adjusted RF for the ACCENT models
was +0.032 £ 0.006 W m2 DU, which is significantly lower
than the TAR estimate of +0.042 W m2 DU,

(Jonson et al., 2005). North Atlantic stations
(Mace Head, Izana and Bermuda) indicate
increased ozone (Oltmans et al., 2006). Over the
North Atlantic (40°N—-60°N) measurements from
ships (Lelieveld et al., 2004) show insignificant
trends in ozone, however, at Mace Head a positive
trend 0 0.49 +0.19 ppb yr! for the period 1987 to
2003 is found, with the largest contribution from
air coming from the Atlantic sector (Simmonds
et al., 2004).

In the tropics, very few long-term ozonesonde
measurements are available. At Irene in South
Africa (26°S), Diab et al. (2004) found an
increase between the 1990 to 1994 and 1998
to 2002 periods of about 10 ppb close to the
surface (except in summer) and in the upper
troposphere during winter. Thompson et al.
(2001) found no significant trend during
1979 to 1992, based on Total Ozone Mapping
Spectrometer (TOMS) satellite data. More recent
observations (1994 to 2003, in situ data from
the Measurement of Ozone by Airbus In-service
Aircraft (MOZAIC) program) show significant
trends in free-tropospheric ozone (7.7 to 11.3 km
altitude) in the tropics: 1.12 = 0.05 ppb yr! and
1.03 = 0.08 ppb yr! in the NH tropics and SH
tropics, respectively (Bortz and Prather, 2006).
Ozonesonde measurements over the southwest
Pacific indicate an increased frequency of near-
zero ozone in the upper troposphere, suggesting a
link to an increased frequency of deep convection
there since the 1980s (Solomon et al., 2005).

At southern mid-latitudes, surface observations
from Cape Point, Cape Grim, the Atlantic Ocean
(from ship) and from sondes at Lauder (850-700
hPa) show positive trends in ozone concentrations,
in particular during the biomass burning season in
the SH (Oltmans et al., 2006). However, the trend
is not accompanied by a similar trend in CO, as
expected if biomass burning had increased. The
increase is largest at Cape Point, reaching 20% per
decade (in September). At Lauder, the increase is
confined to the lower troposphere.

Changes in tropospheric ozone and the
corresponding RF have been estimated in a
number of recent model studies (Hauglustaine
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Figure 2.9. Calculated RF due to tropospheric ozone change since pre-industrial time based on
CTM and GCM model simulations published since the TAR. Estimates with GCMs including the effect
of climate change since 1750 are given by orange bars (Adjusted RF, CC). Studies denoted with an
(*) give only the instantaneous RF in the original publications. Stratospheric-adjusted RFs for these
are estimated by reducing the instantaneous RF (indicated by the dashed bars) by 20%. The instan-
taneous RF from Mickley et al. (2001) is reported as an adjusted RF in Gauss et al. (2006). ACCENT
models include ULAQ: University of L'Aquila; DLR_E39C: Deutsches Zentrum fiir Luft- und Raumfahrt
European Centre Hamburg Model; NCAR_MACCM: National Center for Atmospheric Research Middle
Atmosphere Community Climate Model; CHASER: Chemical Atmospheric GCM for Study of Atmo-
spheric Environment and Radiative Forcing; STOCHEM_HadGEM!1: United Kingdom Meteorological
Office global atmospheric chemistry model /Hadley Centre Global Environmental Model 1; UM_CAM:
United Kingdom Meteorological Office Unified Model GCM with Cambridge University chemistry;
STOCHEM_HadAM3: United Kingdom Meteorological Office global atmospheric chemistry model/
Hadley Centre Atmospheric Model; LMDzT-INCA: Laboratoire de Météorologie Dynamique GCM-
INteraction with Chemistry and Aerosols; UIO_CTM2: University of Oslo CTM; FRSGC_UCI: Frontier
Research System for Global Change/University of California at Irvine CTM.
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The simulated RFs for tropospheric ozone increases since
1750 are shown in Figure 2.9. Most of the calculations used
the same set of assumptions about pre-industrial emissions
(zero anthropogenic emissions and biomass burning sources
reduced by 90%). Emissions of NOy from soils and biogenic
hydrocarbons were generally assumed to be natural and
were thus not changed (see, e.g., Section 7.4). In one study
(Hauglustaine and Brasseur, 2001), pre-industrial NO,
emissions from soils were reduced based on changes in the use
of fertilizers. Six of the ACCENT models also made coupled
climate-chemistry simulations including climate change since
pre-industrial times. The difference between the RFs in the
coupled climate-chemistry and the chemistry-only simulations,
which indicate the possible climate feedback to tropospheric
ozone, was positive in all models but generally small (Figure
2.9).

A general feature of the models is their inability to reproduce
the low ozone concentrations indicated by the very uncertain
semi-quantitative observations (e.g., Pavelin et al.,, 1999)
during the late 19th century. Mickley et al. (2001) tuned their
model by reducing pre-industrial lightning and soil sources of
NO, and increasing natural NMVOC emissions to obtain close
agreement with the observations. The ozone RF then increased
by 50 to 80% compared to their standard calculations. However,
there are still several aspects of the early observations that the
tuned model did not capture.

The best estimate for the RF of tropospheric ozone increases
is +0.35 W m=2, taken as the median of the RF values in
Figure 2.9 (adjusted and non-climate change values only, i.e.,
the red bars). The best estimate is unchanged from the TAR.
The uncertainties in the estimated RF by tropospheric ozone
originate from two factors: the models used (CTM/GCM
model formulation, radiative transfer models), and the potential
overestimation of pre-industrial ozone levels in the models.
The 5 to 95% confidence interval, assumed to be represented
by the range of the results in Figure 2.9, is +0.25 to +0.65
W m—2. A medium level of scientific understanding is adopted,
also unchanged from the TAR (see Section 2.9, Table 2.11).

2.3.7 Stratospheric Water Vapour

The TAR noted that several studies had indicated long-term
increases in stratospheric water vapour and acknowledged that
these trends would contribute a significant radiative impact.
However, it only considered the stratospheric water vapour
increase expected from CH, increases as an RF, and this was
estimated to contribute 2 to 5% of the total CH, RF (about
+0.02 W m2).

Section 3.4 discusses the evidence for stratospheric
water  vapour trends and presents the current understanding
of their possible causes. There are now 14 years of global
stratospheric water vapour measurements from Halogen
Occultation Experiment (HALOE) and continued balloon-
based measurements (since 1980) at Boulder, Colorado. There is
some evidence of a sustained long-term increase in stratospheric
water vapour of around 0.05 ppm yr! from 1980 until roughly
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2000, since then water vapour concentrations in the lower
stratosphere have been decreasing (see Section 3.4 for details
and references). As well as CH, increases, several other indirect
forcing mechanisms have been proposed, including: a) volcanic
eruptions (Considi ne et al., 2001; Joshi and Shine, 2003); b)
biomass burning aerosol (Sherwood, 2002); ¢) tropospheric (SO,;
Notholt et al., 2005) and d) changes in CH, oxidation rates from
changes in stratospheric chlorine, ozone and OH (Rockmann et
al., 2004). These are mechanisms that can be linked to an external
forcing agent. Other proposed mechanisms are more associated
with climate feedbacks and are related to changes in tropopause
temperatures or circulation (Stuber et al., 2001a; Fueglistaler
et al., 2004). From these studies, there is little quantification of
the stratospheric water vapour change attributable to different
causes. It is also likely that different mechanisms are affecting
water vapour trends at different altitudes.

Since the TAR, several further calculations of the radiative
balance change due to changes in stratospheric water vapour
have been performed (Forster and Shine, 1999; Oinas et al.,
2001; Shindell, 2001; Smith et al., 2001; Forster and Shine,
2002). Smith et al. (2001) estimated a +0.12 to +0.2 W m2 per
decade range for the RF from the change in stratospheric water
vapour, using HALOE satellite data. Shindell (2001) estimated
an RF of about +0.2 W m2 in a period of two decades, using a
GCM to estimate the increase in water vapour in the stratosphere
from oxidation of CH, and including climate feedback changes
associated with an increase in greenhouse gases. Forster and
Shine (2002) used a constant 0.05 ppm yr! trend in water
vapour at pressures of 100 to 10 hPa and estimated the RF
to be +0.29 W m2 for 1980 to 2000. GCM radiation codes
can have a factor of two uncertainty in their modelling of
this RF (Oinas et al., 2001). For the purposes of this chapter,
the above RF estimates are not readily attributable to forcing
agent(s) and uncertainty as to the causes of the observed change
precludes all but the component due to CH, increases being
considered a forcing. Two related CTM studies have calculated
the RF associated with increases in CH, since pre-industrial
times (Hansen and Sato, 2001; Hansen et al., 2005), but no
dynamical feedbacks were included in those estimates. Hansen
et al. (2005) estimated an RF of +0.07 + 0.01 W m2 for the
stratospheric water vapour changes over 1750 to 2000, which is
at least a factor of three larger than the TAR value. The RF from
direct injection of water vapour by aircraft is believed to be an
order of magnitude smaller than this, at about +0.002 W m2
(IPCC, 1999). There has been little trend in CH, concentration
since 2000 (see Section 2.3.2); therefore the best estimate of
the stratospheric water vapour RF from CH, oxidation (+0.07
W m2) is based on the Hansen et al. (2005) calculation. The
90% confidence range is estimated as +0.05 W m2, from
the range of the RF studies that included other effects. There
is a low level of scientific understanding in this estimate, as
there is only a partial understanding of the vertical profile of
CH,-induced stratospheric water vapour change (Section 2.9,
Table 2.11). Other human causes of stratospheric water vapour
change are unquantified and have a very low level of scientific
understanding.
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2.3.8 Observations of Long-Lived Greenhouse
Gas Radiative Effects

Observations of the clear-sky radiation emerging at the top
of the atmosphere and at the surface have been conducted. Such
observations, by their nature, do not measure RF as defined here.
Instead, they yield a perspective on the influence of various
species on the transfer of radiation in the atmosphere. Most
importantly, the conditions involved with these observations
involve varying thermal and moisture profiles in the atmosphere
such that they do not conform to the conditions underlying the
RF definition (see Section 2.2). There is a more comprehensive
discussion of observations of the Earth’s radiative balance in
Section 3.4.

Harries et al. (2001) analysed spectra of the outgoing
longwave radiation as measured by two satellites in 1970 and
1997 over the tropical Pacific Ocean. The reduced brightness
temperature observed in the spectral regions of many of the
greenhouse gases is experimental evidence for an increase
in the Earth’s greenhouse effect. In particular, the spectral
signatures were large for CO, and CH,. The halocarbons, with
their large change between 1970 and 1997, also had an impact
on the brightness temperature. Philipona et al. (2004) found
an increase in the measured longwave downward radiation at
the surface over the period from 1995 to 2002 at eight stations
over the central Alps. A significant increase in the clear-sky
longwave downward flux was found to be due to an enhanced
greenhouse effect after combining the measurements with
model calculations to estimate the contribution from increases
in temperature and humidity. While both types of observations
attest to the radiative influences of the gases, they should not
be interpreted as having a direct linkage to the value of RFs in
Section 2.3.

2.4 Aerosols

2.4.1 Introduction and Summary of the Third

Assessment Report

The TAR categorised aerosol RFs into direct and indirect
effects. The direct effect is the mechanism by which aerosols
scatter and absorb shortwave and longwave radiation, thereby
altering the radiative balance of the Earth-atmosphere system.
Sulphate, fossil fuel organic carbon, fossil fuel black carbon,
biomass burning and mineral dust acrosols were all identified
as having a significant anthropogenic component and exerting
a significant direct RF. Key parameters for determining
the direct RF are the aerosol optical properties (the single
scattering albedo, ®,, specific extinction coefficient, k. and
the scattering phase function), which vary as a function of
wavelength and relative humidity, and the atmospheric loading
and geographic distribution of the aerosols in the horizontal
and vertical, which vary as a function of time (e.g., Haywood

and Boucher, 2000; Penner et al., 2001; Ramaswamy et al.,
2001). Scattering aerosols exert a net negative direct RF, while
partially absorbing aerosols may exert a negative top-of-the-
atmosphere (TOA) direct RF over dark surfaces such as oceans
or dark forest surfaces, and a positive TOA RF over bright
surfaces such as desert, snow and ice, or if the aerosol is above
cloud (e.g., Chylek and Wong, 1995; Haywood and Shine,
1995). Both positive and negative TOA direct RF mechanisms
reduce the shortwave irradiance at the surface. The longwave
direct RF is only substantial if the aerosol particles are large
and occur in considerable concentrations at higher altitudes
(e.g., Tegen et al., 1996). The direct RF due to tropospheric
aerosols is most frequently derived at TOA rather than at the
tropopause because shortwave radiative transfer calculations
have shown a negligible difference between the two (e.g.,
Haywood and Shine, 1997; Section 2.2). The surface forcing
will be approximately the same as the direct RF at the TOA
for scattering aerosols, but for partially absorbing aerosols the
surface forcing may be many times stronger than the TOA direct
RF (e.g., Ramanathan et al., 2001b and references therein).
The indirect effect is the mechanism by which aerosols
modify the microphysical and hence the radiative properties,
amount and lifetime of clouds (Figure 2.10). Key parameters
for determining the indirect effect are the effectiveness of an
aerosol particle to act as a cloud condensation nucleus, which
is a function of the size, chemical composition, mixing state
and ambient environment (e.g., Penner et al., 2001). The
microphysically induced effect on the cloud droplet number
concentration and hence the cloud droplet size, with the liquid
water content held fixed has been called the ‘first indirect
effect’ (e.g., Ramaswamy et al., 2001), the ‘cloud albedo effect’
(e.g., Lohmann and Feichter, 2005), or the ‘Twomey effect’
(e.g., Twomey, 1977). The microphysically induced effect on
the liquid water content, cloud height, and lifetime of clouds
has been called the ‘second indirect effect’ (e.g., Ramaswamy
et al., 2001), the ‘cloud lifetime effect’ (e.g., Lohmann and
Feichter, 2005) or the ‘Albrecht effect’ (e.g., Albrecht, 1989).
The TAR split the indirect effect into the first indirect effect,
and the second indirect effect. Throughout this report, these
effects are denoted as ‘cloud albedo effect’ and ‘cloud lifetime
effect’, respectively, as these terms are more descriptive of the
microphysical processes that occur. The cloud albedo effect
was considered in the TAR to be an RF because global model
calculations could be performed to describe the influence of
increased aerosol concentration on the cloud optical properties
while holding the liquid water content of the cloud fixed (i.e.,
in an entirely diagnostic manner where feedback mechanisms
do not occur). The TAR considered the cloud albedo effect to
be a key uncertainty in the RF of climate but did not assign a
best estimate of the RF, and showed a range of RF between 0
and —2 W m2 in the context of liquid water clouds. The other
indirect effects were not considered to be RFs because, in
suppressing drizzle, increasing the cloud height or the cloud
lifetime in atmospheric models (Figure 2.10), the hydrological
cycle is invariably altered (i.e., feedbacks occur; see Section
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Figure 2.10. Schematic diagram showing the various radiative mechanisms associated with cloud effects that have been identified as significant in relation to aerosols
(modified from Haywood and Boucher, 2000). The small black dots represent aerosol particles; the larger open circles cloud droplets. Straight lines represent the incident and
reflected solar radiation, and wavy lines represent terrestrial radiation. The filled white circles indicate cloud droplet number concentration (CDNC). The unperturbed cloud con-
tains larger cloud drops as only natural aerosols are available as cloud condensation nuclei, while the perturbed cloud contains a greater number of smaller cloud drops as both
natural and anthropogenic aerosols are available as cloud condensation nuclei (CCN). The vertical grey dashes represent rainfall, and LWC refers to the liquid water content.

7.5). The TAR also discussed the impact of anthropogenic
aerosols on the formation and modification of the physical
and radiative properties of ice clouds (Penner et al., 2001),
although quantification of an RF from this mechanism was
not considered appropriate given the host of uncertainties and
unknowns surrounding ice cloud nucleation and physics.

The TAR did not include any assessment of the semi-direct
effect (e.g., Hansen et al., 1997; Ackerman et al., 2000a;
Jacobson, 2002; Menon et al., 2003; Cook and Highwood,
2004; Johnson et al., 2004), which is the mechanism by which
absorption of shortwave radiation by tropospheric aerosols
leads to heating of the troposphere that in turn changes the
relative humidity and the stability of the troposphere and
thereby influences cloud formation and lifetime. In this report,
the semi-direct effect is not strictly considered an RF because of
modifications to the hydrological cycle, as discussed in Section
7.5 (see also Sections 2.2, 2.8 and 2.4.5).

Since the TAR, there have been substantial developments in
observations and modelling of tropospheric aerosols; these are
discussed in turn in the following sections.

2.4.2 Developments Related to Aerosol
Observations

Surface-based measurements of aerosol properties such
as size distribution, chemical composition, scattering and
absorption continue to be performed at a number of sites, either
at long-term monitoring sites, or specifically as part of intensive
field campaigns. These in situ measurements provide essential
validation for global models, for example, by constraining
aerosol concentrations at the surface and by providing high-
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quality information about chemical composition and local
trends. In addition, they provide key information about
variability on various time scales. Comparisons of in situ
measurements against those from global atmospheric models
are complicated by differences in meteorological conditions and
because in situ measurements are representative of conditions
mostly at or near the surface while the direct and indirect RFs
depend on the aerosol vertical profile. For example, the spatial
resolution of global model grid boxes is typically a few degrees
of latitude and longitude and the time steps for the atmospheric
dynamics and radiation calculations may be minutes to hours
depending on the process to be studied; this poses limitations
when comparing with observations conducted over smaller
spatial extent and shorter time duration.

Combinations of satellite and surface-based observations
provide near-global retrievals of aerosol properties. These are
discussed in this subsection; the emissions estimates, trends
and in situ measurements of the physical and optical properties
are discussed with respect to their influence on RF in Section
2.4.4. Further detailed discussions of the recent satellite
observations of aerosol properties and a satellite-measurement
based assessment of the aerosol direct RF are given by Yu et
al. (2006).
2.4.2.1  Satellite Retrievals

Satellite retrievals of aerosol optical depth in cloud-free
regions have improved via new generation sensors (Kaufman et
al.,2002) and an expanded global validation program (Holben et
al., 2001). Advanced aerosol retrieval products such as aerosol
fine-mode fraction and effective particle radius have been
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developed and offer potential for improving estimates of the
aerosol direct radiative effect. Additionally, efforts have been
made to determine the anthropogenic component of aerosol and
associated direct RF, as discussed by Kaufman et al. (2002) and
implemented by Bellouin et al. (2005) and Chung et al. (2005).
However, validation programs for these advanced products
have yet to be developed and initial assessments indicate some
systematic errors (Levy et al., 2003; Anderson et al., 2005a; Chu
et al., 2005), suggesting that the routine differentiation between
natural and anthropogenic aerosols from satellite retrievals
remains very challenging.

2.4.2.1.1  Satellite retrievals of aerosol optical depth

Figure 2.11 shows an example of aerosol optical depth T,
(mid-visible wavelength) retrieved over both land and ocean,
together with geographical positions of aerosol instrumentation.

Table 2.2 provides a summary of aerosol data currently
available from satellite instrumentation, together with acronyms
for the instruments. t,,, from the Moderate Resolution Imaging
Spectrometer (MODIS) instrument for the January to March
2001 average (Figure 2.11, top panel) clearly differs from that for
the August to October 2001 average (Figure 2.11, bottom panel)
(Kaufman et al., 1997; Tanré et al., 1997). Seasonal variability
in 1,, can be seen; biomass burning aerosol is most strongly
evident over the Gulf of Guinea in Figure 2.11 (top panel) but
shifts to southern Africa in Figure 2.11 (bottom panel). Likewise,
the biomass burning in South America is most evident in Figure
2.11 (bottom panel). In Figure 2.11 (top panel), transport of
mineral dust from Africa to South America is discernible while
in Figure 2.11 (bottom panel) mineral dust is transported over
the West Indies and Central America. Industrial aerosol, which

consists of a mixture of sulphates, organic and black carbon,

latitude
o

45S

latitude
o

45S

90s 1

& 1

0.1 0.2 0.3

0 90E 180

longitude

0.4 0.5 0.6 0.7

Total Aerosol Optical Depth

Figure 2.11. Aerosol optical depth, T ,,, at 0.55 um (colour bar) as determined by the MODIS instrument for the January to March 2001 mean (top panel) and for the August
to October 2001 mean (bottom panel). The top panel also shows the location of AERONET sites (white squares) that have been operated (not necessary continuously) since
1996. The bottom panel also shows the location of different aerosol lidar networks (red: EARLINET, orange: ADNET, black: MPLNET).
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nitrates and industrial dust, is evident over many continental
regions of the NH. Sea salt aerosol is visible in oceanic regions
where the wind speed is high (e.g., south of 45°S). The MODIS
aerosol algorithm is currently unable to make routine retrievals
over highly reflective surfaces such as deserts, snow cover, ice
and areas affected by ocean glint, or over high-latitude regions
when the solar insolation is insufficient.

Early retrievals for estimating T, include the Advanced
Very High Resolution Radiometer (AVHRR) single channel
retrieval (e.g., Husar et al., 1997; Ignatov and Stowe, 2002),
and the ultraviolet-based retrieval from the TOMS (e.g., Torres
et al., 2002). A dual channel AVHRR retrieval has also been
developed (e.g., Mishchenko et al., 1999; Geogdzhayev et al.,
2002). Retrievals by the AVHRR are generally only performed
over ocean surfaces where the surface reflectance characteristics
are relatively well known, although retrievals are also possible
over dark land surfaces such as boreal forests and lakes (Soufflet
et al., 1997). The TOMS retrieval is essentially independent of
surface reflectance thereby allowing retrievals over both land
and ocean (Torres et al., 2002), but is sensitive to the altitude
of the aerosol, and has a relatively low spatial resolution. While
these retrievals only use a limited number of spectral bands and
lack sophistication compared to those from dedicated satellite
instruments, they have the advantage of offering continuous
long-term data sets (e.g., Geogdzhayev et al., 2002).

Early retrievals have been superseded by those from
dedicated aerosol instruments (e.g., Kaufman et al., 2002).
Polarization and Directionality of the Earth’s Reflectance
(POLDER) uses a combination of spectral channels (0.44-0.91
um) with several viewing angles, and measures polarization
of radiation. Aerosol optical depth and Angstrom exponent (o)
over ocean (Deuzé et al., 2000), t,.. over land (Deuzé et al.,
2001) and the direct radiative effect of aerosols (Boucher and
Tanré, 2000; Bellouin et al., 2003) have all been developed.
Algorithms for aerosol retrievals using MODIS have been
developed and validated over both ocean (Tanré et al., 1997)
and land surfaces (Kaufman et al., 1997). The uncertainty in
these retrievals of t,. is necessarily higher over land (Chu
et al., 2002) than over oceans (Remer et al., 2002) owing to
uncertainties in land surface reflectance characteristics, but
can be minimised by careful selection of the viewing geometry
(Chylek et al., 2003). In addition, new algorithms have been
developed for discriminating between sea salt, dust or biomass
burning and industrial pollution over oceans (Bellouin et al.,
2003, 2005; Kaufman et al., 2005a) that allow for a more
comprehensive comparison against aerosol models. Multi-
angle Imaging Spectro-Radiometer (MISR) retrievals have
been developed using multiple viewing capability to determine
aerosol parameters over ocean (Kahn et al., 2001) and land
surfaces, including highly reflective surfaces such as deserts
(Martonchik et al., 2004). Five typical aerosol climatologies,
each containing four aerosol components, are used in the
retrievals, and the optimum radiance signature is determined
for nine viewing geometries and two different radiances. The
results have been validated against those from the Aerosol

RObotic NETwork (AERONET; see Section 2.4.3). Along Track
Scanning Radiometer (ATSR) and ATSR-2 retrievals (Veetkind
et al., 1998; Holzer-Popp et al., 2002) use a relatively wide
spectral range (0.56—1.65 pm), and two viewing directions and
aerosol climatologies from the Optical Parameters of Aerosols
and Clouds (OPAC) database (Hess et al., 1998) to make 1,
retrievals over both ocean and land (Robles-Gonzalez et al.,
2000). The Ocean Colour and Temperature Scanner (OCTS)
retrieval has a basis similar to the dual wavelength retrieval
from AVHRR and uses wavelengths over the range 0.41 to 0.86
um to derive T, and o over oceans (e.g., Higurashi et al., 2000)
using a bi-modal aerosol size distribution. The Sea-Viewing
Wide Field-of-View Sensor (SeaWiFs) uses 0.765 um and 0.856
pum radiances to provide T,_¢ss and o over ocean using a bi-
modal aerosol size distribution (M. Wang et al., 2005). Further
SeaWiFs aerosol products have been developed over both land
and ocean using six and eight visible channels, respectively
(e.g., von Hoyningen-Heune et al., 2003; Lee et al., 2004).

Despite the increased sophistication and realism of the aerosol
retrieval algorithms, discrepancies exist between retrievals of
T,o €VEN Over ocean regions (e.g., Penner et al., 2002; Myhre et
al., 2004a, 2005b; Jeong et al., 2005; Kinne et al., 2006). These
discrepancies are due to different assumptions in the cloud
clearing algorithms, aerosol models, different wavelengths
and viewing geometries used in the retrievals, different
parametrizations of ocean surface reflectance, etc. Comparisons
of these satellite aerosol retrievals with the surface AERONET
observations provide an opportunity to objectively evaluate
as well as improve the accuracy of these satellite retrievals.
Myhre et al. (2005b) showed that dedicated instruments using
multi-channel and multi-view algorithms perform better when
compared against AERONET than the simple algorithms that
they have replaced, and Zhao et al. (2005) showed that retrievals
based on dynamic aerosol models perform better than those
based on globally fixed aerosol models. While some systematic
biases in specific satellite products exist (e.g., Jeong et al., 2005;
Remer et al., 2005), these can be corrected for (e.g., Bellouin
et al., 2005; Kaufman et al., 2005b), which then enables an
assessment of the direct radiative effect and the direct RF from
an observational perspective, as detailed below.

2.4.2.1.2  Satellite retrievals of direct radiative effect

The solar direct radiative effect (DRE) is the sum of the direct
effects due to anthropogenic and natural aerosol species while
the direct RF only considers the anthropogenic components.
Satellite estimates of the global clear-sky DRE over oceans
have advanced since the TAR, owing to the development of
dedicated aerosol instruments and algorithms, as summarised
by Yu et al. (2006) (see Table 2.3). Table 2.3 suggests a
reasonable agreement of the global mean, diurnally averaged
clear-sky DRE from various studies, with a mean of —5.4 W m—2
and a standard deviation of 0.9 W m2. The clear-sky DRE is
converted to an all-sky DRE by Loeb and Manalo-Smith (2005)
who estimated an all-sky DRE over oceans of —1.6 to —2.0
W m~2 but assumed no aerosol contribution to the DRE from
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cloudy regions; such an assumption is not valid for optically
thin clouds or if partially absorbing aerosols exist above the
clouds (see Section 2.4.4.4).

Furthermore, use of a combination of sensors on the same
satellite offers the possibility of concurrently deriving t,.,. and
the DRE (e.g., Zhang and Christopher, 2003; Zhang et al., 2005),
which enables estimation of the DRE efficiency, that is, the
DRE divided by 1, (W m2 1, 1). Because the DRE efficiency
removes the dependence on the geographic distribution of
T, it is a useful parameter for comparison of models against
observations (e.g., Anderson et al., 2005b); however, the DRE
efficiency thus derived is not a linear function of 1, at high
T, Such as those associated with intense mineral dust, biomass
burning or pollution events.

2.4.2.1.3.  Satellite retrievals of direct radiative forcing
Kaufman et al. (2005a) estimated the anthropogenic-only
component of the aerosol fine-mode fraction from the MODIS
product to deduce a clear sky RF over ocean of —1.4 W m2.
Christopher et al. (2006) used a combination of the MODIS
fine-mode fraction and Clouds and the Earth’s Radiant Energy
System (CERES) broadband TOA fluxes and estimated an

identical value of —1.4 + 0.9 W m—2. Bellouin et al. (2005) used
a combination of MODIS 1, and fine-mode fraction together
with data from AeroCom (see Section 2.4.3) to determine an
all-sky RF of aerosols over both land and ocean of —0.8 + 0.2
W m~2, but this does not include the contribution to the RF and
associated uncertainty from cloudy skies. Chung et al. (2005)
performed a similar satellite/ AERONET/model analysis, but
included the contribution from cloudy areas to deduce an RF
of =0.35 W m2 or —0.50 W m2 depending upon whether the
anthropogenic fraction is determined from a model or from the
MODIS fine-mode fraction and suggest an overall uncertainty
range of —0.1 to —0.6 W m=2. Yu et al. (2006) used several
measurements to estimate a direct RF of —0.5 £ 0.33 W m 2.
These estimates of the RF are compared to those obtained from
modelling studies in Section 2.4.4.7.

2.4.2.2 Surface-Based Retrievals

A significant advancement since the TAR is the continued
deployment and development of surface based remote sensing
sun-photometer sites such as AERONET (Holben et al., 1998),
and the establishment of networks of aerosol lidar systems such

Table 2.3. The direct aerosol radiative effect (DRE) estimated from satellite remote sensing studies (adapted and updated from Yu et al., 2006).

. o Clear Sky DRE
Reference Instrument2 Data Analysed Brief Description (W m-2) ocean
Bellouin et al. (2005) MODIS; TOMS; 2002 MODIS fine and total t,,, with -6.8
SSM/I TOMS Aerosol Index and SSM/I to
discriminate dust from sea salt.
Loeb and CERES; MODIS Mar 2000 CERES radiances/irradiances and -3.8 (NESDIS)
Manalo-Smith (2005) to Dec 2003 angular distribution models and aerosol to -5.5 (MODIS)
properties from either MODIS or from
NOAA-NESDISP algorithm used to
estimate the direct radiative effect.
Remer and MODIS Aug 2001 Best-prescribed aerosol model fitted to -5.7+0.4
Kaufman (2006) to Dec 2003 MODIS data. T, from fine-mode fraction.
Zhang et al. (2005); CERES; MODIS Nov 2000 MODIS aerosol properties, CERES -53+1.7
Christopher and to Aug 2001 radiances/irradiances and angular
Zhang (2004) distribution models used to estimate the
direct radiative effect.
Bellouin et al. (2003) POLDER Nov 1996 Best-prescribed aerosol model fitted to -5.2
to Jun 1997 POLDER data
Loeb and Kato (2002) CERES; VIRS Jan 1998 to Taer from VIRS regressed against the -46+1.0
Aug 1998; TOA CERES irradiance (35°N to 35°S)
Mar 2000.
Chou et al. (2002) SeaWiFs 1998 Radiative transfer calculations with -5.4
SeaWiFS 1, and prescribed optical
properties
Boucher and Tanré (2000) POLDER Nov 1996 to Best-prescribed aerosol model fitted to -5t0 -6
Jun 1997 POLDER data
Haywood et al. (1999) ERBE Jul 1987 to DRE diagnosed from GCM-ERBE -6.7
Dec 1988 TOA irradiances
Mean (standard deviation) -5.4 (0.9)

Notes:

a SSM/I: Special Sensor Microwave/Imager; VIRS: Visible Infrared Scanner; ERBE: Earth Radiation Budget Experiment.

b NESDIS: National Environmental Satellite, Data and Information Service.
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as the European Aerosol Research Lidar Network (EARLINET,
Matthias et al., 2004), the Asian Dust Network (ADNET,
Murayama et al., 2001), and the Micro-Pulse Lidar Network
(MPLNET, Welton et al., 2001).

The distribution of AERONET sites is also shown in Figure
2.11 (top panel). Currently there are approximately 150 sites
operating at any one time, many of which are permanent
to enable determination of climatological and interannual
column-averaged monthly and seasonal means. In addition
to measurements of taer as a function of wavelength, new
algorithms have been developed that measure sky radiance as a
function of scattering angle (Nakajima et al., 1996; Dubovik and
King, 2000). From these measurements, the column-averaged
size distribution and, if the taer is high enough (t,.. > 0.5),
the aerosol single scattering albedo, ®,, and refractive indices
may be determined at particular wavelengths (Dubovik et al.,
2000), allowing partitioning between scattering and absorption.
While these inversion products have not been comprehensively
validated, a number of studies show encouraging agreement for
both the derived size distribution and ®, when compared against
in situ measurements by instrumented aircraft for different
aerosol species (e.g., Dubovik et al., 2002; Haywood et al.,
2003a; Reid et al., 2003; Osborne et al., 2004). A climatology
of the aerosol DRE based on the AERONET aerosols has also
been derived (Zhou et al., 2005).

The MPLNET Lidar network currently consists of 11 lidars
worldwide; 9 are co-located with AERONET sites and provide
complementary vertical distributions of aerosol backscatter and
extinction. Additional temporary MPLNET sites have supported
major aerosol field campaigns (e.g., Campbell et al., 2003).
The European-wide lidar network EARLINET currently has 15
aerosol lidars making routine retrievals of vertical profiles of
aerosol extinction (Mathias et al., 2004), and ADNET is a network
of 12 lidars making routine measurements in Asia that have been
used to assess the vertical profiles of Asian dust and pollution
events (e.g., Husar et al., 2001; Murayama et al., 2001).

2.4.3 Advances in Modelling the Aerosol Direct
Effect

Since the TAR, more complete aerosol modules in a larger
number of global atmospheric models now provide estimates
of the direct RF. Several models have resolutions better than 2°
by 2° in the horizontal and more than 20 to 30 vertical levels;
this represents a considerable enhancement over the models
used in the TAR. Such models now include the most important
anthropogenic and natural species. Tables 2.4, 2.5 and 2.6
summarise studies published since the TAR. Some of the more
complex models now account explicitly for the dynamics of the
aerosol size distribution throughout the aerosol atmospheric
lifetime and also parametrize the internal/external mixing of
the various aerosol components in a more physically realistic
way than in the TAR (e.g., Adams and Seinfeld, 2002; Easter et
al., 2004; Stier et al., 2005). Because the most important aerosol
species are now included, a comparison of key model output
parameters, such as the total t,,, against satellite retrievals

aer’

and surface-based sun photometer and lidar observations
is possible (see Sections 2.4.2 and 2.4.4). Progress with
respect to modelling the indirect effects due to aerosol-cloud
interactions is detailed in Section 2.4.5 and Section 7.5. Several
studies have explored the sensitivity of aerosol direct RF to
current parametrization uncertainties. These are assessed in the
following sections.

Major progress since the TAR has been made in the
documentation of the diversity of current aerosol model
simulations. Sixteen groups have participated in the Global
Aerosol Model Intercomparison (AeroCom) initiative (Kinne et
al., 2006). Extensive model outputs are available via a dedicated
website (Schulz et al,, 2004). Three model experiments
(named A, B, and PRE) were analysed. Experiment A models
simulate the years 1996, 1997, 2000 and 2001, or a five-year
mean encompassing these years. The model emissions and
parametrizations are those determined by each research group,
but the models are driven by observed meteorological fields
to allow detailed comparisons with observations, including
those from MODIS, MISR and the AERONET sun photometer
network. Experiment B models use prescribed AeroCom aerosol
emissions for the year 2000, and experiment PRE models use
prescribed aerosol emissions for the year 1750 (Dentener et
al., 2006; Schulz et al., 2006). The model diagnostics included
information on emission and deposition fluxes, vertical
distribution and sizes, thus enabling a better understanding of
the differences in lifetimes of the various aerosol components
in the models.

This paragraph discusses AeroCom results from Textor
et al. (2006). The model comparison study found a wide
range in several of the diagnostic parameters; these, in turn,
indicate which aerosol parametrizations are poorly constrained
and/or understood. For example, coarse aerosol fractions are
responsible for a large range in the natural aerosol emission
fluxes (dust: #49% and sea salt: +200%, where uncertainty is
1 standard deviation of inter-model range), and consequently
in the dry deposition fluxes. The complex dependence of the
source strength on wind speed adds to the problem of computing
natural aerosol emissions. Dust emissions for the same time
period can vary by a factor of two or more depending on
details of the dust parametrization (Luo et al., 2003; Timmreck
and Schulz, 2004; Balkanski et al., 2004; Zender, 2004), and
even depend on the reanalysis meteorological data set used
(Luo et al., 2003). With respect to anthropogenic and natural
emissions of other aerosol components, modelling groups
tended to make use of similar best guess information, for
example, recently revised emissions information available via
the Global Emissions Inventory Activity (GEIA). The vertical
aerosol distribution was shown to vary considerably, which is
a consequence of important differences in removal and vertical
mixing parametrizations. The inter-model range for the fraction
of sulphate mass below 2.5 km to that of total sulphate is 45 +
23%. Since humidification takes place mainly in the boundary
layer, this source of inter-model variability increases the
range of modelled direct RF. Additionally, differences in the
parametrization of the wet deposition/vertical mixing process
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become more pronounced above 5 km altitude. Some models
have a tendency to accumulate insoluble aerosol mass (dust
and carbonaceous aerosols) at higher altitudes, while others
have much more efficient wet removal schemes. Tropospheric
residence times, defined here as the ratio of burden over sinks
established for an equilibrated one-year simulation, vary by 20
to 30% for the fine-mode aerosol species. These variations are of
interest, since they express the linearity of modelled emissions
to aerosol burden and eventually to RF.

Considerable progress has been made in the systematic
evaluation of global model results (see references in Tables
2.4 to 2.6). The simulated global t,.. at a wavelength of 0.55
pm in models ranges from 0.11 to 0.14. The values compare
favourably to those obtained by remote sensing from the ground
(AERONET, about 0.135) and space (satellite composite, about
0.15) (Kinne et al., 2003, 2006), but significant differences exist
in regional and temporal distributions. Modelled absorption
optical thickness has been suggested to be underestimated by
a factor of two to four when compared to observations (Sato et
al., 2003) and DRE efficiencies have been shown to be lower
in models both for the global average and regionally (Yu et
al., 2006) (see Section 2.4.4.7). A merging of modelled and
observed fields of aerosol parameters through assimilation
methods of different degrees of complexity has also been
performed since the TAR (e.g., Yu et al., 2003; Chung et
al., 2005). Model results are constrained to obtain present-
day aerosol fields consistent with observations. Collins et al.
(2001) showed that assimilation of satellite-derived fields of
T,er €an reduce the model bias down to 10% with respect to
daily mean T, measured with a sun photometer at the Indian
Ocean Experiment (INDOEX) station Kaashidhoo. Liu et al.
(2005) demonstrated similar efficient reduction of errors in T,,.
The magnitude of the global dust cycle has been suggested to
range between 1,500 and 2,600 Tg yr-! by minimising the bias
between model and multiple dust observations (Cakmur et al.,
20006). Bates et al. (2006) focused on three regions downwind
of major urban/population centres and performed radiative
transfer calculations constrained by intensive and extensive
observational parameters to derive 24-hour average clear-sky
DRE of 3.3 £ 0.47, —14 £ 2.6 and —6.4 £ 2.1 W m2 for the
north Indian Ocean, the northwest Pacific and the northwest
Atlantic, respectively. By constraining aerosol models with
these observations, the uncertainty associated with the DRE
was reduced by approximately a factor of two.

2.4.4 Estimates of Aerosol Direct Radiative Forcing

Unless otherwise stated, this section discusses the TOA
direct RF of different aerosol types as a global annual mean
quantity inclusive of the effects of clouds. Where possible,
statistics from model results are used to assess the uncertainty
in the RF. Recently published results and those grouped within
AeroCom are assessed. Because the AeroCom results assessed
here are based on prescribed emissions, the uncertainty in these
results is lowered by having estimates of the uncertainties in
the emissions. The quoted uncertainties therefore include the

160

structural uncertainty (i.e., differences associated with the
model formulation and structure) associated with the RF, but
do not include the full range of parametric uncertainty (i.e.,
differences associated with the choice of key model parameters),
as the model results are essentially best estimates constrained
by observations of emissions, wet and dry deposition, size
distributions, optical parameters, hygroscopicity, etc. (Pan
et al., 1997). The uncertainties are reported as the 5 to 95%
confidence interval to allow the uncertainty in the RF of each
species of aerosol to be quantitatively intercompared.
2.4.4.1  Sulphate Aerosol

Atmospheric sulphate aerosol may be considered as
consisting of sulphuric acid particles that are partly or totally
neutralized by ammonia and that are present as liquid droplets
or partly crystallized. Sulphate is formed by aqueous phase
reactions within cloud droplets, oxidation of SO, via gaseous
phase reactions with OH, and by condensational growth onto
pre-existing particles (e.g., Penner et al., 2001). Emission
estimates are summarised by Haywood and Boucher (2000).
The main source of sulphate aerosol is via SO, emissions from
fossil fuel burning (about 72%), with a small contribution
from biomass burning (about 2%), while natural sources are
from dimethyl sulphide emissions by marine phytoplankton
(about 19%) and by SO, emissions from volcanoes (about
7%). Estimates of global SO, emissions range from 66.8 to
92.4 TgS yr! for anthropogenic emissions in the 1990s and from
91.7 to 125.5 TgS yr! for total emissions. Emissions of SO,
from 25 countries in Europe were reduced from approximately
18 TgS yr! in 1980 to 4 TgS yr! in 2002 (Vestreng et al.,
2004). In the USA, the emissions were reduced from about 12
to 8 TgS yr!in the period 1980 to 2000 (EPA, 2003). However,
over the same period SO, emissions have been increasing
significantly from Asia, which is estimated to currently emit 17
TgS yr! (Streets et al., 2003), and from developing countries
in other regions (e.g., Lefohn et al., 1999; Van Aardenne et al.,
2001; Boucher and Pham, 2002). The most recent study (Stern,
2005) suggests a decrease in global anthropogenic emissions
from approximately 73 to 54 TgS yr! over the period 1980
to 2000, with NH emission falling from 64 to 43 TgS yr! and
SH emissions increasing from 9 to 11 TgS yr-!. Smith et al.
(2004) suggested a more modest decrease in global emissions,
by some 10 TgS yr! over the same period. The regional shift in
the emissions of SO, from the USA, Europe, Russia, Northern
Atlantic Ocean and parts of Africa to Southeast Asia and the
Indian and Pacific Ocean areas will lead to subsequent shifts
in the pattern of the RF (e.g., Boucher and Pham, 2002; Smith
et al.,, 2004; Pham et al., 2005). The recently used emission
scenarios take into account effective injection heights and their
regional and seasonal variability (e.g., Dentener et al., 2006).

The optical parameters of sulphate aerosol have been well
documented (see Penner et al., 2001 and references therein).
Sulphate is essentially an entirely scattering aerosol across the
solar spectrum (o, = 1) but with a small degree of absorption
in the near-infrared spectrum. Theoretical and experimental
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data are available on the relative humidity dependence of the
specific extinction coefficient, fzy; (e.g., Tang et al., 1995).
Measurement campaigns concentrating on industrial pollution,
such as the Tropospheric Aerosol Radiative Forcing Experiment
(TARFOX; Russell et al., 1999), the Aerosol Characterization
Experiment (ACE-2; Raes et al., 2000), INDOEX (Ramanathan
et al.,, 2001b), the Mediterranean Intensive Oxidants Study
(MINOS, 2001 campaign), ACE-Asia (2001), Atmospheric
Particulate Environment Change Studies (APEX, from 2000 to
2003), the New England Air Quality Study (NEAQS, in 2003)
and the Chesapeake Lighthouse and Aircraft Measurements for
Satellites (CLAMS; Smith et al., 2005), continue to show that
sulphate contributes a significant fraction of the sub-micron
aerosol mass, anthropogenic t,.. and RF (e.g., Hegg et al., 1997;
Russell and Heintzenberg, 2000; Ramanathan et al., 2001b;
Magi et al., 2005; Quinn and Bates, 2005). However, sulphate
is invariably internally and externally mixed to varying degrees
with other compounds such as biomass burning aerosol (e.g.,
Formenti et al., 2003), fossil fuel black carbon (e.g., Russell
and Heintzenberg, 2000), organic carbon (Novakov et al., 1997;
Brock et al., 2004), mineral dust (e.g., Huebert et al., 2003)
and nitrate aerosol (e.g., Schaap et al., 2004). This results in a
composite aerosol state in terms of effective refractive indices,
size distributions, physical state, morphology, hygroscopicity
and optical properties.

The TAR reported an RF due to sulphate aerosol of —0.40
W m2 with an uncertainty of a factor of two, based on global
modelling studies that were available at that time. Results from
model studies since the TAR are summarised in Table 2.4.
For models A to L, the RF ranges from approximately —0.21
W m2 (Takemura et al., 2005) to —0.96 W m~2 (Adams et al.,
2001) with a mean of —-0.46 W m2 and a standard deviation
of 0.20 W m2. The range in the RF per unit T, is substantial
due to differing representations of aerosol mixing state, optical
properties, cloud, surface reflectance, hygroscopic growth, sub-
grid scale effects, radiative transfer codes, etc. (Ramaswamy et
al., 2001). Myhre et al. (2004b) performed several sensitivity
studies and found that the uncertainty was particularly linked
to the hygroscopic growth and that differences in the model
relative humidity fields could cause differences of up to 60%
in the RF. The RFs from the models M to U participating in the
AeroCom project are slightly weaker than those obtained from
the other studies, with a mean of approximately —0.35 W m—2
and a standard deviation of 0.15 W m2; the standard deviation
is reduced for the AeroCom models owing to constraints on
aerosol emissions, based on updated emission inventories (see
Table 2.4). Including the uncertainty in the emissions reported in
Haywood and Boucher (2000) increases the standard deviation
to 0.2 W m=2. As sulphate aerosol is almost entirely scattering,
the surface forcing will be similar or marginally stronger than
the RF diagnosed at the TOA. The uncertainty in the RF estimate
relative to the mean value remains relatively large compared to
the situation for LLGHGs.

The mean and median of the sulphate direct RF from
grouping all these studies together are identical at —0.41 W m—2.
Disregarding the strongest and weakest direct RF estimates to

approximate the 90% confidence interval leads to an estimate
of 0.4 +0.2 Wm=2.

2.4.4.2 Organic Carbon Aerosol from Fossil Fuels

Organic aerosols are a complex mixture of chemical
compounds containing carbon-carbon bonds produced from
fossil fuel and biofuel burning and natural biogenic emissions.
Organic aerosols are emitted as primary aerosol particles or
formed as secondary aerosol particles from condensation of
organic gases considered semi-volatile or having low volatility.
Hundreds of different atmospheric organic compounds have
been detected in the atmosphere (e.g., Hamilton et al., 2004;
Murphy, 2005), which makes definitive modelling of the direct
and indirect effects extremely challenging (McFiggans et al.,
2006). Emissions of primary organic carbon from fossil fuel
burning have been estimated to be 10 to 30 TgC yr! (Liousse
et al., 1996; Cooke et al., 1999; Scholes and Andreae, 2000).
More recently, Bond et al. (2004) provided a detailed analysis
of primary organic carbon emissions from fossil fuels, biofuels
and open burning, and suggested that contained burning
(approximately the sum of fossil fuel and biofuel) emissions
are in the range of 5 to 17 TgC yr-1, with fossil fuel contributing
only 2.4 TgC yr-1. Ito and Penner (2005) estimated global fossil
fuel particulate organic matter (POM, which is the sum of the
organic carbon and the other associated chemical elements)
emissions of around 2.2 Tg(POM) yr!, and global biofuel
emissions of around 7.5 Tg(POM) yr1. Ito and Penner (2005)
estimated that emissions of fossil and biofuel organic carbon
increased by a factor of three over the period 1870 to 2000.
Subsequent to emission, the hygroscopic, chemical and optical
properties of organic carbon particles continue to change
because of chemical processing by gas-phase oxidants such
as ozone, OH, and the nitrate radical (NO;) (e.g., Kanakidou
et al., 2005). Atmospheric concentrations of organic aerosol
are frequently similar to those of industrial sulphate aerosol.
Novakov et al. (1997) and Hegg et al. (1997) measured organic
carbon in pollution off the East Coast of the USA during the
TARFOX campaign, and found organic carbon primarily from
fossil fuel burning contributed up to 40% of the total submicron
aerosol mass and was frequently the most significant contributor
to T, During INDOEX, which studied the industrial plume
over the Indian Ocean, Ramanathan et al. (2001b) found that
organic carbon was the second largest contributor to 1, after
sulphate aerosol.

Observational evidence suggests that some organic aerosol
compounds from fossil fuels are relatively weakly absorbing
but do absorb solar radiation at some ultraviolet and visible
wavelengths (e.g., Bond et al., 1999; Jacobson, 1999; Bond,
2001) although organic aerosol from high-temperature
combustion such as fossil fuel burning (Dubovik et al., 1998;
Kirchstetter et al., 2004) appears less absorbing than from
low-temperature combustion such as open biomass burning.
Observations suggest that a considerable fraction of organic
carbon is soluble to some degree, while at low relative humidity
more water is often associated with the organic fraction than
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Table 2.4. The direct radiative forcing for sulphate aerosol derived from models published since the TAR and from the AeroCom simulations where different models used
identical emissions. Load and aerosol optical depth (t,,,) refer to the anthropogenic sulphate; <, ,,:is the fraction of anthropogenic sulphate to total sulphate <, for present
day, NRFM is the normalised RF by mass, and NRF is the normalised RF per unit T, .

No Model2 :-rg :(ES)O ) m-2) :3"%5 pm) Ifz; ant "(lV?IFm-Z ] Reference

Published since IPCC, 2001

A CCM3 2.23 -0.56 -251 (Kiehl et al., 2000)

B GEOSCHEM 1.53 0.018 -0.33 -216 -18 (Martin et al., 2004)

C GISS 3.30 0.022 -0.65 -206 -32 (Koch, 2001)

D GIss 3.27 -0.96 -293 (Adams et al., 2001)

E GISS 212 -0.57 -269 (Liao and Seinfeld, 2005)

F  SPRINTARS 1.55 0.015 72 -0.21 -135 -8 (Takemura et al., 2005)

G LMD 2.76 -0.42 -152 (Boucher and Pham., 2002)

H LOA 3.03 0.030 -0.41 -135 -14 (Reddy et al., 2005b)

| GATORG 3.06 -0.32 -105 (Jacobson, 2001a)

J PNNL 5.50 0.042 -0.44 -80 -10 (Ghan et al., 2001)

K UIO_CTM 1.79 0.019 -0.37 -207 -19 (Myhre et al., 2004b)

L UIO_GCM 2.28 -0.29 -127 (Kirkevag and Iversen, 2002)

AeroCom: identical emissions used for year 1750 and 2000

M UMI 2.64 0.020 58 -0.58 -220 -28 (Liu and Penner, 2002)

N UIO_CTM 1.70 0.019 57 -0.35 -208 -19 (Myhre et al., 2003)

O LOA 3.64 0.035 64 -0.49 -136 -14 (Reddy and Boucher, 2004)

P LSCE 3.01 0.023 59 -0.42 -138 -18 (Schulz et al., 2006)

Q ECHAM5-HAM 2.47 0.016 60 -0.46 -186 -29 (Stier et al., 2005)

R GISS 1.34 0.006 41 -0.19 -139 -31 (Koch, 2001)

S UIO_GCM 1.72 0.012 59 -0.25 -145 -21 (Iversen and Seland, 2002;

Kirkevag and Iversen, 2002)

SPRINTARS 1.19 0.013 59 -0.16 -137 -13 (Takemura et al., 2005)

U ULAQ 1.62 0.020 42 -0.22 -136 -1 (Pitari et al., 2002)

Average Ato L 2.80 0.024 -0.46 -176 =17

Average M to U 2.15 0.018 55 -0.35 -161 -20

Minimum A to U 1.19 0.006 41 -0.96 -293 -32

Maximum A to U 5.50 0.042 72 -0.16 -72 -8

Std. dev. Ato L 1.18 0.010 0.20 75 9

Std. dev. Mto U 0.83 0.008 8 0.15 34 7

Notes:

a CCM3: Community Climate Model; GEOSCHEM: Goddard Earth Observing System-Chemistry; GISS: Goddard Institute for Space Studies; SPRINTARS: Spectral
Radiation-Transport Model for Aerosol Species; LMD: Laboratoire de Météorologie Dynamique; LOA: Laboratoire d’Optique Atmospherique; GATORG: Gas, Aerosol,
Transport, Radiation, and General circulation model; PNNL: Pacific Northwest National Laboratory; UIO_CTM: University of Oslo CTM; UIO_GCM: University of Oslo
GCM; UMI: University of Michigan; LSCE: Laboratoire des Sciences du Climat et de I’'Environnement; ECHAM5-HAM: European Centre Hamburg with Hamburg
Aerosol Module; ULAQ: University of L’Aquila.

with inorganic material. At higher relative humidities, the
hygroscopicity of organic carbon is considerably less than
that of sulphate aerosol (Kotchenruther and Hobbs, 1998;
Kotchenruther et al., 1999).

Based on observations and fundamental chemical kinetic
principles, attempts have been made to formulate organic
carbon composition by functional group analysis in some main
classes of organic chemical species (e.g., Decesari et al., 2000,
2001; Maria et al., 2002; Ming and Russell, 2002), capturing
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some general characteristics in terms of refractive indices,
hygroscopicity and cloud activation properties. This facilitates
improved parametrizations in global models (e.g., Fuzzi et al.,
2001; Kanakidou et al., 2005; Ming et al., 2005a).

Organic carbon aerosol from fossil fuel sources is invariably
internally and externally mixed to some degree with other
combustion products such as sulphate and black carbon (e.g.,
Novakov et al., 1997; Ramanathan et al., 2001b). Theoretically,
coatings of essentially non-absorbing components such
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as organic carbon or sulphate on strongly absorbing core
components such as black carbon can increase the absorption
of the composite acrosol (e.g., Fuller et al., 1999; Jacobson,
2001a; Stier et al., 2006a), with results backed up by laboratory
studies (e.g., Schnaiter et al., 2003). However, coatings of
organic carbon aerosol on hygroscopic acrosol such as sulphate
may lead to suppression of the rate of water uptake during cloud
activation (Xiong et al., 1998; Chuang, 2003).

Current global models generally treat organic carbon using
one or two tracers (e.g., water-insoluble tracer, water-soluble
tracer) and highly parametrized schemes have been developed
to represent the direct RF. Secondary organic carbon is highly
simplified in the global models and in many cases treated
as an additional source similar to primary organic carbon.
Considerable uncertainties still exist in representing the
refractive indices and the water of hydration associated with the
particles because the aerosol properties will invariably differ
depending on the combustion process, chemical processing in
the atmosphere, mixing with the ambient aerosol, etc. (e.g.,
McFiggans et al., 2000).

The TAR reported an RF of organic carbon aerosols from
fossil fuel burning of —0.10 W m2 with a factor of three
uncertainty. Many of the modelling studies performed since the
TAR have investigated the RF of organic carbon aerosols from
both fossil fuel and biomass burning acrosols, and the combined
RF of both components. These studies are summarised in
Table 2.5. The RF from total organic carbon (POM) from
both biomass burning and fossil fuel emissions from recently
published models A to K and AeroCom models (L to T) is
—0.24 W m~2 with a standard deviation of 0.08 W m—2 and —0.16
W m2 with a standard deviation of 0.10 W m2, respectively.
Where the RF due to organic carbon from fossil fuels is not
explicitly accounted for in the studies, an approximate scaling
based on the source apportionment of 0.25:0.75 is applied for
fossil fuel organic carbon:biomass burning organic carbon
(Bond et al., 2004). The mean RF of the fossil fuel component
of organic carbon from those studies other than in AeroCom
is —=0.06 W m2, while those from AeroCom produce an RF of
—0.03 W m2 with a range of —0.01 W m~2 to —0.06 W m~2 and
a standard deviation of around 0.02 W m—2. Note that these RF
estimates, to a large degree, only take into account primary
emitted organic carbon. These studies all use optical properties
for organic carbon that are either entirely scattering or only
weakly absorbing and hence the surface forcing is only slightly
stronger than that at the TOA.

The mean and median for the direct RF of fossil fuel organic
carbon from grouping all these studies together are identical
at —0.05 W m2 with a standard deviation of 0.03 W m2. The
standard deviation is multiplied by 1.645 to approximate the
90% confidence interval.® This leads to a direct RF estimate of
—0.05+£0.05 Wm=2.

2.4.4.3  Black Carbon Aerosol from Fossil Fuels

Black carbon (BC) is a primary aerosol emitted directly at
the source from incomplete combustion processes such as fossil
fuel and biomass burning and therefore much atmospheric
BC is of anthropogenic origin. Global, present-day fossil fuel
emission estimates range from 5.8 to 8.0 TgC yr! (Haywood
and Boucher, 2000 and references therein). Bond et al. (2004)
estimated the total current global emission of BC to be
approximately 8 TgC yr-!, with contributions of 4.6 TgC yr!
from fossil fuel and biofuel combustion and 3.3 TgC yr! from
open biomass burning, and estimated an uncertainty of about
a factor of two. Ito and Penner (2005) suggested fossil fuel
BC emissions for 2000 of around 2.8 TgC yr-!. The trends in
emission of fossil fuel BC have been investigated in industrial
areas by Novakov et al. (2003) and Ito and Penner (2005).
Novakov et al. (2003) reported that significant decreases were
recorded in the UK, Germany, the former Soviet Union and the
USA over the period 1950 to 2000, while significant increases
were reported in India and China. Globally, Novakov et al.
(2003) suggested that emissions of fossil fuel BC increased by
a factor of three between 1950 and 1990 (2.2 to 6.7 TgC yr 1)
owing to the rapid expansion of the USA, European and Asian
economies (e.g., Streets et al., 2001, 2003), and have since fallen
to around 5.6 TgC yr! owing to further emission controls. Ito
and Penner (2005) determined a similar trend in emissions over
the period 1950 to 2000 of approximately a factor of three, but
the absolute emissions are smaller than in Novakov et al. (2003)
by approximately a factor of 1.7.

Black carbon aerosol strongly absorbs solar radiation.
Electron microscope images of BC particles show that they are
emitted as complex chain structures (e.g., Posfai et al., 2003),
which tend to collapse as the particles age, thereby modifying
the optical properties (e.g., Abel et al., 2003). The Indian Ocean
Experiment (Ramanathan et al., 2001b and references therein)
focussed on emissions of aerosol from the Indian sub-continent,
and showed the importance of absorption by aerosol in the
atmospheric column. These observations showed that the local
surface forcing (-23 W m2) was significantly stronger than the
local RF at the TOA (-7 W m=2). Additionally, the presence
of BC in the atmosphere above highly reflective surfaces such
as snow and ice, or clouds, may cause a significant positive
RF (Ramaswamy et al., 2001). The vertical profile is therefore
important, as BC aerosols or mixtures of aerosols containing
a relatively large fraction of BC will exert a positive RF when
located above clouds. Both microphysical (e.g., hydrophilic-to-
hydrophobic nature of emissions into the atmosphere, aging of
the aerosols, wet deposition) and meteorological aspects govern
the horizontal and vertical distribution patterns of BC aerosols,
and the residence time of these aerosols is thus sensitive to these
factors (Cooke et al., 2002; Stier et al., 2006b).

The TAR assessed the RF due to fossil fuel BC as being +0.2
W m—2 with an uncertainty of a factor of two. Those models
since the TAR that explicitly model and separate out the RF

9 1.645 is the factor relating the standard deviation to the 90% confidence interval for a normal distribution.
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due to BC from fossil fuels include those from Takemura et
al. (2000), Reddy et al. (2005a) and Hansen et al. (2005) as
summarised in Table 2.5. The results from a number of studies
that continue to group the RF from fossil fuel with that from
biomass burning are also shown. Recently published results (A
to K) and AeroCom studies (L to T) suggest a combined RF
from both sources of +0.44 + 0.13 W m2 and +0.29 + 0.15
W m~2 respectively. The stronger RF estimates from the models
A to K appear to be primarily due to stronger sources and
column loadings as the direct RF/column loading is similar at
approximately 1.2 to 1.3 W mg! (Table 2.5). Carbonaceous
aerosol emission inventories suggest that approximately 34
to 38% of emissions come from biomass burning sources and
the remainder from fossil fuel burning sources. Models that
separate fossil fuel from biomass burning suggest an equal split
in RF. This is applied to those estimates where the BC emissions
are not explicitly separated into emission sources to provide
an estimate of the RF due to fossil fuel BC. For the AeroCom
results, the fossil fuel BC RF ranges from +0.08 to +0.18 W m—2
with a mean of +0.13 W m—2 and a standard deviation of 0.03
W m2. For model results A to K, the RFs range from +0.15
W m2 to approximately +0.27 W m2, with a mean of +0.25
W m2 and a standard deviation of 0.11 W m2.

The mean and median of the direct RF for fossil fuel BC
from grouping all these studies together are +0.19 and +0.16
W m2, respectively, with a standard deviation of nearly 0.10
W m2. The standard deviation is multiplied by 1.645 to
approximate the 90% confidence interval and the best estimate
is rounded upwards slightly for simplicity, leading to a direct
RF estimate of +0.20 £ 0.15 W m=2. This estimate does not
include the semi-direct effect or the BC impact on snow and ice
surface albedo (see Sections 2.5.4 and 2.8.5.6)
2.4.4.4  Biomass Burning Aerosol

The TAR reported a contribution to the RF of roughly
—0.4 W m2 from the scattering components (mainly organic
carbon and inorganic compounds) and +0.2 W m2 from the
absorbing components (BC) leading to an estimate of the RF of
biomass burning aerosols of —0.20 W m2 with a factor of three
uncertainty. Note that the estimates of the BC RF from Hansen
and Sato (2001), Hansen et al. (2002), Hansen and Nazarenko
(2004) and Jacobson (2001a) include the RF component of
BC from biomass burning aerosol. Radiative forcing due to
biomass burning (primarily organic carbon, BC and inorganic
compounds such as nitrate and sulphate) is grouped into a
single RF, because biomass burning emissions are essentially
uncontrolled. Emission inventories show more significant
differences for biomass burning aerosols than for aerosols of
fossil fuel origin (Kasischke and Penner, 2004). Furthermore,
the pre-industrial levels of biomass burning aerosols are also
difficult to quantify (Ito and Penner, 2005; Mouillot et al.,
2000).

The Southern African Regional Science Initiative (SAFARI
2000: see Swap et al., 2002, 2003) took place in 2000 and 2001.
The main objectives of the aerosol research were to investigate

pyrogenic and biogenic emissions of aerosol in southern
Africa (Eatough et al., 2003; Formenti et al., 2003; Hély et
al., 2003), validate the remote sensing retrievals (Haywood
et al., 2003b; Ichoku et al., 2003) and to study the influence
of aerosols on the radiation budget via the direct and indirect
effects (e.g., Bergstrom et al., 2003; Keil and Haywood, 2003;
Myhre et al., 2003; Ross et al., 2003). The physical and optical
properties of fresh and aged biomass burning aerosol were
characterised by making intensive observations of aerosol
size distributions, optical properties, and DRE through in
situ aircraft measurements (e.g., Abel et al., 2003; Formenti
et al., 2003; Haywood et al., 2003b; Magi and Hobbs, 2003;
Kirchstetter et al., 2004) and radiometric measurements (e.g.,
Bergstrom et al., 2003; Eck et al., 2003). The o, at 0.55 um
derived from near-source AERONET sites ranged from 0.85 to
0.89 (Eck et al., 2003), while w, at 0.55 pm for aged aerosol
was less absorbing at approximately 0.91 (Haywood et al.,
2003b). Abel et al. (2003) showed evidence that o, at 0.55
pm increased from approximately 0.85 to 0.90 over a time
period of approximately two hours subsequent to emission,
and attributed the result to the condensation of essentially non-
absorbing organic gases onto existing aerosol particles. Fresh
biomass burning aerosols produced by boreal forest fires appear
to have weaker absorption than those from tropical fires, with
, at 0.55 pm greater than 0.9 (Wong and Li 2002). Boreal fires
may not exert a significant direct RF because a large proportion
of the fires are of natural origin and no significant change over
the industrial era is expected. However, Westerling et al. (2006)
showed that earlier spring and higher temperatures in USA have
increased wildfire activity and duration. The partially absorbing
nature of biomass burning aerosol means it exerts an RF that is
larger at the surface and in the atmospheric column than at the
TOA (see Figure 2.12).

Modelling efforts have used data from measurement
campaigns to improve the representation of the physical and
optical properties as well as the vertical profile of biomass
burning aerosol (Myhre et al., 2003; Penner et al., 2003; Section
2.4.5). These modifications have had important consequences
for estimates of the RF due to biomass burning aerosols
because the RF is significantly more positive when biomass
burning aerosol overlies cloud than previously estimated (Keil
and Haywood, 2003; Myhre et al., 2003; Abel et al., 2005).
While the RF due to biomass burning aerosol in clear skies is
certainly negative, the overall RF of biomass burning aerosol
may be positive. In addition to modelling studies, observations
of this effect have been made with satellite instruments. Hsu
et al. (2003) used SeaWiFs, TOMS and CERES data to show
that biomass burning aerosol emitted from Southeast Asia is
frequently lifted above the clouds, leading to a reduction in
reflected solar radiation over cloudy areas by up to 100 W m2,
and pointed out that this effect could be due to a combination
of direct and indirect effects. Similarly, Haywood et al. (2003a)
showed that remotely sensed cloud liquid water and effective
radius underlying biomass burning aerosol off the coast
of Africa are subject to potentially large systematic biases.
This may have important consequences for studies that use
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Figure 2.12. Characteristic aerosol properties related to their radiative effects, derived as the mean of the results from the nine AeroCom models listed in Table 2.5. All panels
except (b) relate to the combined anthropogenic aerosol effect. Panel (b) considers the total (natural plus anthropogenic) aerosol optical depth from the models. (a) Aerosol
optical depth. (b) Difference in total aerosol optical depth between model and MODIS data. (c) Shortwave RF. (d) Standard deviation of RF from the model results. (e) Shortwave
forcing of the atmosphere. (f) Shortwave surface forcing.
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correlations of 1, and cloud effective radius in estimating the
indirect radiative effect of aerosols.

Since the biomass burning aerosols can exert a significant
positive RF when above clouds, the aerosol vertical profile is
critical in assessing the magnitude and even the sign of the
direct RF in cloudy areas. Textor et al. (2006) showed that
there are significant differences in aerosol vertical profiles
between global aerosol models. These differences are evident
in the results from the recently published studies and AeroCom
models in Table 2.5. The most negative RF of —0.05 W m2
is from the model of Koch (2001) and from the Myhre et al.
(2003) AeroCom submission, while several models have RFs
that are slightly positive. Hence, even the sign of the RF due to
biomass burning aerosols is in question.

The mean and median of the direct RF for biomass burning
aerosol from grouping all these studies together are similar at
+0.04 and +0.02 W m~2, respectively, with a standard deviation
0f 0.07 W m2. The standard deviation is multiplied by 1.645 to
approximate the 90% confidence interval, leading to a direct RF
estimate of +0.03 £ 0.12 W m~2. This estimate of the direct RF
is more positive than that of the TAR owing to improvements
in the models in representing the absorption properties of the
aerosol and the effects of biomass burning aerosol overlying
clouds.
2.4.4.5  Nitrate Aerosol

Atmospheric ammonium nitrate aerosol forms if sulphate
aerosol is fully neutralised and there is excess ammonia.
The direct RF due to nitrate aerosol is therefore sensitive
to atmospheric concentrations of ammonia as well as NO,
emissions. In addition, the weakening of the RF of sulphate
aerosol in many regions due to reduced emissions (Section
2.4.4.1) will be partially balanced by increases in the RF of
nitrate aerosol (e.g., Liao and Seinfeld, 2005). The TAR did
not quantify the RF due to nitrate aerosol owing to the large
discrepancies in the studies available at that time. Van Dorland
(1997) and Jacobson (2001a) suggested relatively minor global
mean RFs of —0.03 and —0.05 W m2, respectively, while
Adams et al. (2001) suggested a global mean RF as strong as
—0.22 W m2. Subsequent studies include those of Schaap et
al. (2004), who estimated that the RF of nitrate over Europe is
about 25% of that due to sulphate aerosol, and of Martin et al.
(2004), who reported —0.04 to —0.08 W m2 for global mean
RF due to nitrate. Further, Liao and Seinfeld (2005) estimated
a global mean RF due to nitrate of —~0.16 W m2. In this study,
heterogeneous chemistry reactions on particles were included;
this strengthens the RF due to nitrate and accounts for 25% of
its RF. Feng and Penner (2007) estimated a large, global, fine-
mode nitrate burden of 0.58 mg NO; m2, which would imply an
equivalent of 20% of the mean anthropogenic sulphate burden.
Surface observations of fine-mode nitrate particles show that
high concentrations are mainly found in highly industrialised
regions, while low concentrations are found in rural areas
(Malm et al., 2004; Putaud et al., 2004). Atmospheric nitrate is

essentially non-absorbing in the visible spectrum, and laboratory
studies have been performed to determine the hygroscopicity of
the aerosols (e.g., Tang 1997; Martin et al., 2004 and references
therein). In the AeroCom exercise, nitrate aerosols were not
included so fewer estimates of this compound exist compared
to the other aerosol species considered.

The mean direct RF for nitrate is estimated to be —0.10
W m2at the TOA, and the conservative scattering nature means
a similar flux change at the surface. However, the uncertainty in
this estimate is necessarily large owing to the relatively small
number of studies that have been performed and the considerable
uncertainty in estimates, for example, of the nitrate t,.,. Thus,
a direct RF of —0.10 £ 0.10 W m2 is tentatively adopted, but
it is acknowledged that the number of studies performed is
insufficient for accurate characterisation of the magnitude and
uncertainty of the RF.

2.44.6  Mineral Dust Aerosol

Mineral dust from anthropogenic sources originates
mainly from agricultural practices (harvesting, ploughing,
overgrazing), changes in surface water (e.g., Caspian and
Aral Sea, Owens Lake) and industrial practices (e.g., cement
production, transport) (Prospero et al., 2002). The TAR reported
that the RF due to anthropogenic mineral dust lies in the range of
+0.4 to —0.6 W m2, and did not assign a best estimate because
of the difficulties in determining the anthropogenic contribution
to the total dust loading and the uncertainties in the optical
properties of dust and in evaluating the competing shortwave
and longwave radiative effects. For the sign and magnitude of
the mineral dust RF, the most important factor for the shortwave
RF is the single scattering albedo whereas the longwave RF is
dependent on the vertical profile of the dust.

Tegen and Fung (1995) estimated the anthropogenic
contribution to mineral dust to be 30 to 50% of the total dust
burden in the atmosphere. Tegen et al. (2004) provided an
updated, alternative estimate by comparing observations of
visibility, as a proxy for dust events, from over 2,000 surface
stations with model results, and suggested that only 5 to 7%
of mineral dust comes from anthropogenic agricultural sources.
Yoshioka et al. (2005) suggested that a model simulation best
reproduces the North African TOMS aerosol index observations
when the cultivation source in the Sahel region contributes 0
to 15% to the total dust emissions in North Africa. A 35-year
dust record established from Barbados surface dust and satellite
observations from TOMS and the European geostationary
meteorological satellite (Meteosat) show the importance
of climate control and Sahel drought for interannual and
decadal dust variability, with no overall trend yet documented
(Chiapello et al., 2005). As further detailed in Section 7.3,
climate change and CO, variations on various time scales can
change vegetation cover in semi-arid regions. Such processes
dominate over land use changes as defined above, which would
give rise to anthropogenic dust emissions (Mahowald and Luo,
2003; Moulin and Chiapello, 2004; Tegen et al., 2004). A best
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guess of 0 to 20% anthropogenic dust burden from these works
is used here, but it is acknowledged that a very large uncertainty
remains because the methods used cannot exclude either a
reduction of 24% in present-day dust nor a large anthropogenic
contribution of up to 50% (Mahowald and Luo, 2003;
Mahowald et al., 2004; Tegen et al., 2005). The RF efficiency of
anthropogenic dust has not been well differentiated from that of
natural dust and it is assumed that they are equal. The RF due to
dust emission changes induced by circulation changes between
1750 and the present are difficult to quantify and not included
here (see also Section 7.5).

In situ measurements of the optical properties of local
Saharan dust (e.g., Haywood et al., 2003¢; Tanr¢ et al., 2003),
transported Saharan mineral dust (e.g., Kaufman et al., 2001;
Moulin et al., 2001; Coen et al., 2004) and Asian mineral dust
(Huebert et al., 2003; Clarke et al., 2004; Shi et al., 2005;
Mikami et al., 2006) reveal that dust is considerably less
absorbing in the solar spectrum than suggested by previous
dust models such as that of WMO (1986). These new, spectral,
simultaneous remote and in situ observations suggest that
the single scattering albedo (w,) of pure dust at a wavelength
of 0.67 um is predominantly in the range 0.90 to 0.99, with
a central global estimate of 0.96. This is in accordance with
the bottom-up modelling of w, based on the haematite content
in desert dust sources (Claquin et al., 1999; Shi et al., 2005).
Analyses of o, from long-term AERONET sites influenced by
Saharan dust suggest an average o, 0f 0.95 at 0.67 pm (Dubovik
et al., 2002), while unpolluted Asian dust during the Aeolian
Dust Experiment on Climate (ADEC) had an average w, of
0.93 at 0.67 um (Mikami et al., 2006 and references therein).
These high o, values suggest that a positive RF by dust in the
solar region of the spectrum is unlikely. However, absorption
by particles from source regions with variable mineralogical
distributions is generally not represented by global models.

Measurements of the DRE of mineral dust over ocean
regions, where natural and anthropogenic contributions are
indistinguishably mixed, suggest that the local DRE may be
extremely strong: Haywood et al. (2003b) made aircraft-based
measurements of the local instantaneous shortwave DRE of as
strong as —130 W m2 off the coast of West Africa. Hsu et al.
(2000) used Earth Radiation Budget Experiment (ERBE) and
TOMS data to determine a peak monthly mean shortwave DRE
ofaround—45 W m~2for July 1985. Interferometer measurements
from aircraft and the surface have now measured the spectral
signature of mineral dust for a number of cases (e.g., Highwood
et al., 2003) indicating an absorption peak in the centre of the
8 to 13 um atmospheric window. Hsu et al. (2000) determined
a longwave DRE over land areas of North Africa of up to +25
W m 2 for July 1985; similar results were presented by Haywood
et al. (2005) who determined a peak longwave DRE of up to
+50 W m2 at the top of the atmosphere for July 2003.

Recent model simulations report the total anthropogenic
and natural dust DRE, its components and the net effect as
follows (shortwave / longwave = net TOA, in W m=2): H.
Liao et al. (2004): —0.21 / +0.31 = +0.1; Reddy et al. (2005a):
—0.28 / +0.14 = —0.14; Jacobson (2001a): —0.20 / +0.07 =
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—0.13; reference case and [range] of sensitivity experiments in
Myhre and Stordal (2001a, except case 6 and 7): —0.53 [-1.4
to +0.2] / +0.13 [+0.0 to +0.8] =—0.4 [-1.4 to +1.0]; and from
AeroCom database models, GISS: —0.75 / (+0.19) = (-0.56);
UIO-CTM*: —0.56 / (+0.19) = (-0.37); LSCE*: -0.6 / +0.3 =
—0.3; UMI*: —0.54 / (+0.19) = (-0.35). (See Table 2.4, Note
(a) for model descriptions.) The (*) star marked models use a
single scattering albedo (approximately 0.96 at 0.67 um) that
is more representative of recent measurements and show more
negative shortwave effects. A mean longwave DRE of 0.19
W m2 is assumed for GISS, UMI and UIO-CTM. The scatter
of dust DRE estimates reflects the fact that dust burden and
T,o Vary by +40 and +44%, respectively, computed as standard
deviation from 16 AeroCom A model simulations (Textor et
al., 2006; Kinne et al., 2006). Dust emissions from different
studies range between 1,000 and 2,150 Tg yr-! (Zender, 2004).
Finally, a major effect of dust may be in reducing the burden of
anthropogenic species at sub-micron sizes and reducing their
residence time (Bauer and Koch, 2005; see Section 2.4.5.7).

The range of the reported dust net DRE (-0.56 to +0.1
W m2), the revised anthropogenic contribution to dust DRE of
0 to 20% and the revised absorption properties of dust support a
small negative value for the anthropogenic direct RF for dust of
—0.1 W m2. The 90% confidence level is estimated to be +0.2
W m2, reflecting the uncertainty in total dust emissions and
burdens and the range of possible anthropogenic dust fractions.
At the limits of this uncertainty range, anthropogenic dust RF
is as negative as —0.3 W m2 and as positive as +0.1 W m2.
This range includes all dust DREs reported above, assuming
a maximum 20% anthropogenic dust fraction, except the most
positive DRE from Myhre and Stordal (2001a).
2.4.4.7  Direct RF for Combined Total Aerosol

The TAR reported RF values associated with several aerosol
components but did not provide an estimate of the overall
aerosol RF. Improved and intensified in situ observations and
remote sensing of aerosols suggest that the range of combined
aerosol RF is now better constrained. For model results,
extensive validation now exists for combined aerosol properties,
representing the whole vertical column of the atmosphere,
such as 1,.,. Using a combined estimate implicitly provides an
alternative procedure to estimating the RF uncertainty. This
approach may be more robust than propagating uncertainties
from all individual aerosol components. Furthermore, a
combined RF estimate accounts for nonlinear processes due to
aerosol dynamics and interactions between radiation field and
aerosols. The role of nonlinear processes of aerosol dynamics
in RF has been recently studied in global aerosol models that
account for the internally mixed nature of aerosol particles
(Jacobson, 2001a; Kirkevag and Iversen, 2002; Liao and
Seinfeld, 2005; Takemura et al., 2005; Stier et al., 2006D).
Mixing of aerosol particle populations influences the radiative
properties of the combined aerosol, because mixing changes
size, chemical composition, state and shape, and this feed backs
to the aerosol removal and formation processes itself. Chung
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and Seinfeld (2002), in reviewing studies where BC is mixed
either externally or internally with various other components,
showed that BC exerts a stronger positive direct RF when
mixed internally. Although the source-related processes for
anthropogenic aerosols favour their submicron nature, natural
aerosols enter the picture by providing a condensation surface
for aerosol precursor gases. Heterogeneous reactions on sea
salt and dust can reduce the sub-micron sulphate load by 28%
(H. Liao et al., 2004) thereby reducing the direct and indirect
RFs. Bauer and Koch (2005) estimated the sulphate RF to
weaken from —0.25 to —0.18 W m2 when dust is allowed to
interact with the sulphur cycle. It would be useful to identify
the RF contribution attributable to different source categories
(Section 2.9.3 investigates this). However, few models have
separated out the RF from specific emission source categories.
Estimating the combined aerosol RF is a first step to quantify
the anthropogenic perturbation to the aerosol and climate
system caused by individual source categories.

A central model-derived estimate for the aerosol direct RF
is based here on a compilation of recent simulation results
using multi-component global aerosol models (see Table 2.6).
This is a robust method for several reasons. The complexity
of multi-component aerosol simulations captures nonlinear
effects. Combining model results removes part of the errors
in individual model formulations. As shown
by Textor et al. (2006), the model-specific

Section 2.4.4.6) are missing in most of the model simulations.
Adding their contribution yields an overall model-derived
aerosol direct RF of —0.4 W m2 (90% confidence interval: 0
to —0.8 W m2).

Three satellite-based measurement estimates of the aerosol
direct RF have become available, which all suggest a more
negative aerosol RF than the model studies (see Section
2.4.2.1.3). Bellouin et al. (2005) computed a TOA aerosol RF
of —0.8 £ 0.1 W m2. Chung et al. (2005), based upon similarly
extensive calculations, estimated the value to be —0.35 £ 0.25
W m=2 and Yu et al. (2006) estimated it to be ~0.5 + 0.33
W m2. A central measurement-based estimate would suggest
an aerosol direct RF of —0.55 W m2. Figure 2.13 shows the
observationally based aerosol direct RF estimates together with
the model estimates published since the TAR.

The discrepancy between measurements and models
is also apparent in oceanic clear-sky conditions where the
measurement-based estimate of the combined aerosol DRE
including natural aerosols is considered unbiased. In these
areas, models underestimate the negative aerosol DRE by 20
to 40% (Yu et al., 2006). The anthropogenic fraction of T,
is similar between model and measurement based studies.
Kaufman et al. (2005a) used satellite-observed fine-mode t,,,
to estimate the anthropogenic t,,,.. Correcting for fine-mode t,,

Aerosol Direct Radiative Forcing

treatment of transport and removal processes
is partly responsible for the correlated
dispersion of the different aerosol components.
A less dispersive model with smaller burdens

Observation
based

Bellouin et al. (2005)

Chung et al. (2005)

Yu et al. (2005)

necessarily has fewer scattering and absorbing
aerosols interacting with the radiation field. An
error in accounting for cloud cover would affect
the all-sky RF from all aerosol components.
Such errors result in correlated RF efficiencies
for major aerosol components within a given
model. Directly combining aerosol RF results
gives a more realistic aerosol RF uncertainty
estimate. The AeroCom compilation suggests
significant differences in the modelled local and

Models published since TAR

GISS_1 (Liao and Seinfeld, 2005)
GISS_2 (Liao and Seinfeld, 2005)

LOA (Reddy and Boucher, 2004)

(Takemura et al., 2005)

(Kirkevag and Iversen, 2002)
GATORG (Jacobson, 2001a)

GISS (Hansen et al., 2005)

SPRINTARS
UIO-GCM

GISS (Koch, 2001)

regional composition of the aerosol (see also
Figure 2.12), but an overall reproduction of the
total 1, variability can be performed (Kinne
et al., 2006). The scatter in model performance
suggests that currently no preference or
weighting of individual model results can be
used (Kinne et al., 2006). The aerosol RF taken
together from several models is more robust
than an analysis per component or by just one
model. The mean estimate from Table 2.6 of

AeroCom models

UMl
UIO_CTM
LOA

LSCE
ECHAMS-HAM
GIss
UIO_GCM
SPRINTARS
ULAQ

the total aerosol direct RF is 0.2 W m~2, with
a standard deviation of £0.2 W m2. This is a
low-end estimate for both the aerosol RF and
uncertainty because nitrate (estimated as —0.1
W m2, see Section 2.4.4.5) and anthropogenic
mineral dust (estimated as —0.1 W m2, see

-0.6 -0.4 -0.2 0
Radiative Forcing (W m2)

-0.8

Figure 2.13. Estimates of the direct aerosol RF from observationally based studies, independent model-
ling studies, and AeroCom results with identical aerosol and aerosol precursor emissions. GISS_1 refers

to a study employing an internal mixture of aerosol, and GISS_2 to a study employing an external mixture.
See Table 2.4, Note (a) for descriptions of models.
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contributions from dust and sea salt, they found 21% of the total
T, to be anthropogenic, while Table 2.6 suggests that 29% of
T, 18 anthropogenic. Finally, cloud contamination of satellite
products, aerosol absorption above clouds, not accounted for
in some of the measurement-based estimates, and the complex
assumptions about aerosol properties in both methods can
contribute to the present discrepancy and increase uncertainty
in aerosol RF.

A large source of uncertainty in the aerosol RF estimates is
associated with aerosol absorption. Sato et al. (2003) determined
the absorption 1, from AERONET measurements and suggested
that aerosol absorption simulated by global aerosol models is
underestimated by a factor of two to four. Schuster et al. (2005)
estimated the BC loading over continental-scale regions. The
results suggest that the model concentrations and absorption
T,er 0f BC from models are lower than those derived from
AERONET. Some of this difference in concentrations could
be explained by the assumption that all aerosol absorption is
due to BC (Schuster et al., 2005), while a significant fraction
may be due to absorption by organic aerosol and mineral dust
(see Sections 2.4.4.2, and 2.4.4.6). Furthermore, Reddy et al.
(2005a) show that comparison of the aerosol absorption T,
from models against those from AERONET must be performed
very carefully, reducing the discrepancy between their model
and AERONET derived aerosol absorption t,,. from a factor
of 4 to a factor of 1.2 by careful co-sampling of AERONET
and model data. As mentioned above, uncertainty in the vertical
position of absorbing aerosol relative to clouds can lead to large
uncertainty in the TOA aerosol RF.

The partly absorbing nature of the aerosol is responsible for
a heating of the lower-tropospheric column and also results
in the surface forcing being considerably more negative than
TOA REF, results that have been confirmed through several
experimental and observational studies as discussed in earlier
sections. Table 2.6 summarises the surface forcing obtained
in the different models. Figure 2.12 depicts the regional
distribution of several important parameters for assessing
the regional impact of aerosol RF. The results are based on a
mean model constructed from AeroCom simulation results B
and PRE. Anthropogenic 1, (Figure 2.12a) is shown to have
local maxima in industrialised regions and in areas dominated
by biomass burning. The difference between simulated and
observed 1, shows that regionally 7, can be up to 0.1 (Figure
2.12b). Figure 2.12c suggests that there are regions off Southern
Africa where the biomass burning aerosol above clouds leads
to a local positive RF. Figure 2.12d shows the local variability
as the standard deviation from nine models of the overall RF.
The largest uncertainties of £3 W m2 are found in East Asia
and in the African biomass burning regions. Figure 2.12e
reveals that an average of 0.9 W m2 heating can be expected
in the atmospheric column as a consequence of absorption by
anthropogenic aerosols. Regionally, this can reach annually
averaged values exceeding 5 W m—2. These regional effects and
the negative surface forcing in the shortwave (Figure 2.12f)
is expected to exert an important effect on climate through
alteration of the hydrological cycle.

An uncertainty estimate for the model-derived aerosol direct
RF can be based upon two alternative error analyses:

1) Anerror propagation analysis using the errors given in the
sections on sulphate, fossil fuel BC and organic carbon,
biomass burning aerosol, nitrate and anthropogenic
mineral dust. Assuming linear additivity of the errors, this
results in an overall 90% confidence level uncertainty of
0.4Wm?2.

2) The standard deviation of the aerosol direct RF results in
Table 2.6, multiplied by 1.645, suggests a 90% confidence
level uncertainty of 0.3 W m=2, or 0.4 W m~2 when mineral
dust and nitrate aerosol are accounted for.

Therefore, the results summarised in Table 2.6 and Figure
2.13, together with the estimates of nitrate and mineral dust RF
combined with the measurement-based estimates, provide an
estimate for the combined aerosol direct RF of —0.50 = 0.40
W m~2. The progress in both global modelling and measurements
of the direct RF of aerosol leads to a medium-low level of
scientific understanding (see Section 2.9, Table 2.11).

2.4.5 Aerosol Influence on Clouds (Cloud Albedo
Effect)

As pointed out in Section 2.4.1, aerosol particles affect
the formation and properties of clouds. Only a subset of the
aerosol population acts as cloud condensation nuclei (CCN)
and/or ice nuclei (IN). Increases in ambient concentrations of
CCN and IN due to anthropogenic activities can modify the
microphysical properties of clouds, thereby affecting the climate
system (Penner et al., 2001; Ramanathan et al., 2001a, Jacob
et al., 2005). Several mechanisms are involved, as presented
schematically in Figure 2.10. As noted in Ramaswamy et al.
(2001), enhanced aerosol concentrations can lead to an increase
in the albedo of clouds under the assumption of fixed liquid
water content (Junge, 1975; Twomey, 1977); this mechanism
is referred to in this report as the ‘cloud albedo effect’. The
aerosol enhancements have also been hypothesised to lead
to an increase in the lifetime of clouds (Albrecht, 1989); this
mechanism is referred to in this report as the ‘cloud lifetime
effect’ and discussed in Section 7.5.

The interactions between aerosol particles (natural and
anthropogenic in origin) and clouds are complex and can be
nonlinear (Ramaswamy et al., 2001). The size and chemical
composition of the initial nuclei (e.g., anthropogenic sulphates,
nitrates, dust, organic carbon and BC) are important in the
activation and early growth of the cloud droplets, particularly
the water-soluble fraction and presence of compounds that affect
surface tension (McFiggans et al., 2006 and references therein).
Cloud optical properties are a function of wavelength. They
depend on the characteristics of the droplet size distributions
and ice crystal concentrations, and on the morphology of the
various cloud types.
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The interactions of increased concentrations of
anthropogenic particles with shallow (stratocumulus and
shallow cumulus) and deep convective clouds (with mixed
phase) are discussed in this subsection. This section presents
new observations and model estimates of the albedo effect.
The associated RF in the context of liquid water clouds is
assessed. In-depth discussion of the induced changes that
are not considered as RFs (e.g., semi-direct and cloud cover
and lifetime effects, thermodynamic response and changes in
precipitation development) are presented in Section 7.5. The
impacts of contrails and aviation-induced cirrus are discussed in
Section 2.6 and the indirect impacts of aerosol on snow albedo
are discussed in Section 2.5.4.
2.4.5.1 Link Between Aerosol Particles and Cloud
Microphysics

The local impact of anthropogenic aerosols has been known
for a long time. For example, smoke from sugarcane and
forest fires was shown to reduce cloud droplet sizes in early
case studies utilising in situ aircraft observations (Warner
and Twomey, 1967; Eagan et al., 1974). On a regional scale,
studies have shown that heavy smoke from forest fires in the
Amazon Basin have led to increased cloud droplet number
concentrations and to reduced cloud droplet sizes (Reid et al.,
1999; Andreae et al., 2004; Mircea et al., 2005). The evidence
concerning aerosol modification of clouds provided by the
ship track observations reported in the TAR has been further
confirmed, to a large extent qualitatively, by results from a
number of studies using in situ aircraft and satellite data,
covering continental cases and regional studies. Twohy et al.
(2005) explored the relationship between aerosols and clouds
in nine stratocumulus cases, indicating an inverse relationship
between particle number and droplet size, but no correlation
was found between albedo and particle concentration in the
entire data set. Feingold et al. (2003), Kim et al. (2003) and
Penner et al. (2004) presented evidence of an increase in the
reflectance in continental stratocumulus cases, utilising remote
sensing techniques at specific field sites. The estimates in
Feingold et al. (2003) confirm that the relationship between
aerosol and cloud droplet number concentrations is nonlinear,
that is N; =~ (N,)b, where N, is the cloud drop number density
and N, is the aerosol number concentration. The parameter b in
this relationship can vary widely, with values ranging from 0.06
to 0.48 (low values of b correspond to low hygroscopicity).
This range highlights the sensitivity to aerosol characteristics
(primarily size distribution), updraft velocity and the usage
of aerosol extinction as a proxy for CCN (Feingold, 2003).
Disparity in the estimates of b (or equivalent) based on satellite
studies (Nakajima et al., 2001; Breon et al., 2002) suggests that
a quantitative estimate of the albedo effect from remote sensors
is problematic (Rosenfeld and Feingold 2003), particularly
since measurements are not considered for similar liquid water
paths.

Many recent studies highlight the importance of aerosol
particle composition in the activation process and droplet
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spectral evolution (indicated in the early laboratory work of
Gunn and Philips, 1957), but the picture that emerges is not
complete. Airborne aerosol mass spectrometers provide firm
evidence that ambient aerosols consist mostly of internal
mixtures, for example, biomass burning components, organics
and soot are mixed with other aerosol components (McFiggans
et al., 2006). Mircea et al. (2005) showed the importance of the
organic aerosol fraction in the activation of biomass burning
aerosol particles. The presence of internal mixtures (e.g., sea
salt and organic compounds) can affect the uptake of water
and the resulting optical properties compared to a pure sea salt
particle (Randles et al., 2004). Furthermore, the varying contents
of water-soluble and insoluble substances in internally mixed
particles, the vast diversity of organics, and the resultant effects
on cloud droplet sizes, makes the situation even more complex.
Earlier observations of fog water (Facchini et al., 1999, 2000)
suggested that the presence of organic aerosols would reduce
surface tension and lead to a significant increase in the cloud
droplet number concentration (Nenes et al., 2002; Rissler et al.,
2004; Lohmann and Leck, 2005; Ming et al., 2005a; McFiggans
et al., 2006). On the other hand, Feingold and Chuang (2002)
and Shantz et al. (2003) indicated that organic coating on CCN
delayed activation, leading to a reduction in drop number and
a broadening of the cloud droplet spectrum, which had not
been previously considered. Ervens et al. (2005) addressed
numerous composition effects in unison to show that the effect
of composition on droplet number concentration is much less
than suggested by studies that address individual composition
effects, such as surface tension. The different relationships
observed between cloud optical depth and liquid water path in
clean and polluted stratocumulus clouds (Penner et al., 2004)
have been explained by differences in sub-cloud aerosol particle
distributions, while some contribution can be attributed to CCN
composition (e.g., internally mixed insoluble dust; Asano et al.,
2002). Nevertheless, the review by McFiggans et al. (2006)
points to the remaining difficulties in quantitatively explaining
the relationship between aerosol size and composition and the
resulting droplet size distribution. Dusek et al. (2006) concluded
that the ability of a particle to act as a CCN is largely controlled
by size rather than composition.

The complexity of the aerosol-cloud interactions and local
atmospheric conditions where the clouds are developing are
factors in the large variation evidenced for this phenomenon.
Advances have been made in the understanding of the regional
and/or global impact based on observational studies, particularly
for low-level stratiform clouds that constitute a simpler cloud
system to study than many of the other cloud types. Column
aerosol number concentration and column cloud droplet
concentration over the oceans from the AVHRR (Nakajima et
al., 2001) indicated a positive correlation, and an increase in
shortwave reflectance of low-level, warm clouds with increasing
cloud optical thickness, while liquid water path (LWP) remained
unmodified. While these results are only applicable over the
oceans and are based on data for only four months, the positive
correlation between an increase in cloud reflectance and an
enhanced ambient aerosol concentration has been confirmed by
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other studies (Brenguier et al., 2000a,b; Rosenfeld et al., 2002).
However, other studies highlight the sensitivity to LWP, linking
high pollution entrained into clouds to a decrease in LWP and
a reduction in the observed cloud reflectance (Jiang et al.,
2002; Brenguier et al., 2003; Twohy et al., 2005). Still others
(Han et al., 2002, using AVHRR observations) have reported
an absence of LWP changes in response to increases in the
column-averaged droplet number concentration, this occurred
for one-third of the cloud cases studied for which optical depths
ranged between | and 15. Results of large-eddy simulations of
stratocumulus (Jiang et al., 2002; Ackerman et al., 2004; Lu
and Seinfeld, 2005) and cumulus clouds (Jiang and Feingold,
2006; Xue and Feingold, 2006) seem to confirm the lack of
increase in LWP due to increases in aerosols; they point to a
dependence on precipitation rate and relative humidity above
the clouds (Ackerman et al., 2004). The studies above highlight
the difficulty of devising observational studies that can isolate
the albedo effect from other effects (e.g., meteorological
variability, cloud dynamics) that influence LWP and therefore
cloud RF.

Results from the POLDER satellite instrument, which
retrieves both submicron aerosol loading and cloud droplet
size, suggest much larger cloud effective radii in remote oceanic
regions than in the highly polluted continental source areas and
downwind adjacent oceanic areas, namely from a maximum of
14 um down to 6 um (Bréon et al., 2002). This confirms earlier
studies of hemispheric differences using AVHRR. Further, the
POLDER- and AVHRR-derived correlations between aerosol
and cloud parameters are consistent with an aerosol indirect
effect (Sekiguchi et al., 2003). These results suggest that the
impact of aerosols on cloud microphysics is global. Note that
the satellite measurements of aerosol loading and cloud droplet
size are not coincident, and an aerosol index is not determined in
the presence of clouds. Further, there is a lack of simultaneous
measurements of LWP, which makes assessment of the cloud
albedo RF difficult.

The albedo effect is also estimated from studies that
combined satellite retrievals with a CTM, for example, in the
case of two pollution episodes over the mid-latitude Atlantic
Ocean. Results indicated a brightening of clouds over a time
scale of a few days in instances when LWP did not undergo
any significant changes (Hashvardhan et al., 2002; Schwartz
et al., 2002; Kriiger and Grapl, 2002). There have been fewer
studies on aerosol-cloud relationships under more complex
meteorological conditions (e.g., simultaneous presence of
different cloud types).

The presence of insoluble particles within ice crystals
constituting clouds formed at cold temperatures has a significant
influence on the radiation transfer. The inclusions of scattering
and absorbing particles within large ice crystals (Macke et al.,
1996) suggest a significant effect. Hence, when soot particles are
embedded, there is an increase in the asymmetry parameter and
thus forward scattering. In contrast, inclusions of ammonium
sulphate or air bubbles lead to a decrease in the asymmetry
parameter of ice clouds. Given the recent observations of
partially insoluble nuclei in ice crystals (Cziczo et al., 2004)

and the presence of small crystal populations, there is a need to
further develop the solution for radiative transfer through such
systems.
2.4.5.2  Estimates of the Radiative Forcing from Models

General Circulation Models constitute an important and
useful tool to estimate the global mean RF associated with
the cloud albedo effect of anthropogenic aerosols. The model
estimates of the changes in cloud reflectance are based on
forward calculations, considering emissions of anthropogenic
primary particles and secondary particle production from
anthropogenic gases. Since the TAR, the cloud albedo effect
has been estimated in a more systematic and rigorous way
(allowing, for example, for the relaxation of the fixed LWC
criterion), and more modelling results are now available. Most
climate models use parametrizations to relate the cloud droplet
number concentration to aerosol concentration; these vary
in complexity from simple empirical fits to more physically
based relationships. Some models are run under an increasing
greenhouse gas concentration scenario and include estimates of
present-day aerosol loadings (including primary and secondary
aerosol production from anthropogenic sources). These global
modelling studies (Table 2.7) have a limitation arising from the
underlying uncertainties in aerosol emissions (e.g., emission
rates of primary particles and of secondary particle precursors).
Another limitation is the inability to perform a meaningful
comparison between the various model results owing to
differing formulations of relationships between aerosol particle
concentrations and cloud droplet or ice crystal populations;
this, in turn, yields differences in the impact of microphysical
changes on the optical properties of clouds. Further, even when
the relationships used in different models are similar, there
are noticeable differences in the spatial distributions of the
simulated low-level clouds. Individual models’ physics have
undergone considerable evolution, and it is difficult to clearly
identify all the changes in the models as they have evolved.
While GCMs have other well-known limitations, such as coarse
spatial resolution, inaccurate representation of convection and
hence updraft velocities leading to aerosol activation and cloud
formation processes, and microphysical parametrizations, they
nevertheless remain an essential tool for quantifying the global
cloud albedo effect. In Table 2.7, differences in the treatment of
the aerosol mixtures (internal or external, with the latter being
the more frequently employed method) are noted. Case studies
of droplet activation indicate a clear sensitivity to the aerosol
composition (McFiggans et al., 2006); additionally, radiative
transfer is sensitive to the aerosol composition and the insoluble
fraction present in the cloud droplets.

All models estimate a negative global mean RF associated
with the cloud albedo effect, with the range of model results
varying widely, from —0.22 to —1.85 W m=2. There are
considerable differences in the treatment of aerosol, cloud
processes and aerosol-cloud interaction processes in these
models. Several models include an interactive sulphur cycle
and anthropogenic aerosol particles composed of sulphate, as

173



Chapter 2

Changes in Atmospheric Constituents and in Radiative Forcing

1SS paxy ‘1o

(S661) "Ie 19 Joyonog (66 }) uueWIYOT pue Jayonog aseyd paxiw Jnyd|ns aAnoeIa1UI
(opeqie) g'L- ‘UOIIBJIUSDUOD JBagquINU 18|doJp pNOJO pue SSew |0SoJaY pue wiem ’'u S + (Zan) NDBY (#002) ‘Ie 1@ seend
SS 1SS paxy
(opaqie) v5'0 (826 L)1sinbpung ‘(296 1)Auieg wuoyliens 3 ‘0800 ‘S ‘(ueder) NOBOY (#002) e 1o pnzng
(epow
uolje|nwnooe
o)) | {(0g leny
(opaqje) ge'L- SPNOJO BAI}O9AUOD aseyd paxiw | |ISSO} pue apow a‘ss 1SS paxiy
(fe103) gg°L— | Bulurensp pue wioyens (866 1) Uossuelisuy pue yosey puE WJem | uolyesjonu Ioy) 3 ‘09 '00 ‘S (dvON) ENDD (c00g) uossuelisuy
paure}suod Aljood susping |0SOISE [BqO|D) (siohe)
aulu Ajuo 1ng) SPNOJO JO UOIINGUISIP [EDIUSA panoidul 1SS paxi}
(opaqie) g5°1- ‘aseyd paxiw pue wiep (6861) ‘e 10 1siAbpung (966 1) ‘a[0Ad unydins
(fe103) Ly'g— | ‘[e 10 0lUdD [9Q ‘DT PUE UOKEIUSOUOD Joquinu joidoig wem 3 SS ‘00°S +(SSID) WOD (e2002) '[e 10 uous\
uolesuspuod Aq 1SS paxi}
Buimoib usym (HNOLNVYYD)
90US9S8[B0OI/UOISI||0D OU aseyd paxiw | {(sso1ed a‘ss Ansiweyo
(opaqie) gg'L- ‘(G661) Jouuad pue Buenyy woiy payIPoN pue wuem paIwe Joy) 3 ‘0800 ‘s + (UYON) LNDD (2002) "e 1o Buenyo
sepow snoueA ayl bunoaye (sepows ulynm) 1SS paxiy
(opaqie) 6g8'0- | soss900.d JUBIBYIQ "JUSIUOD JoJeM 2] PUB UOI}EJJUSOUO0D aseyd paxiw | {(sepow a‘N‘ssS | ‘@ovdin) Aiasiwayo
(leyoy) 2°1- [e38A10 ‘DT PUE UOIEIUSBOUOD Joquinu 1ejdoig pue wiem JusJaYIp J0}) 3 ‘09 ‘00 ‘S + (INNd) NODY (+002) Ie 18 ueyD
(paseasoap anjea
piw ‘opaqie) g}"}—- Sllelitel
9SBaI0dp %GE 01 2L uolsJadsip Jo uoisnjou| anydins aanoesal| | (£00g) NI pue uAeisioy
Buipeo| Jnydins
aseyd paxiw pue |SS paxy (r002)
(opaqie) 6¢"1- (000%2) 'Ie 10 UAelsioy :(2661) Ukeisioy pue wiem eu S ‘(0HI1S2) WOBV Jsuuad pue ufejsioy
(opadqie)ey -
(re03) 29'L— 1SS paxi ‘NODV
(Ao|peH) sjoko
(opaqie) 2&°1- sNINWIN9 Mo|leys Jnyd|ns + ueado
(feyoy) 69" L— (L00%) '[e 1o sauop pue wuojens 3 SS‘s ge|s yum INOD (a1.002) "[e 30 Swel|Im
sajoiped 991 [eousyds-uou ‘SO |IAUE JO JUSLIIBaI} (uoneipels ou (Ao|penH)
aAljelped ‘eseyd paxiw pue wiep) ‘(Fe6 1) ‘|e 18 Jemog snjnwno ‘pue| Jono q 40} 1SS paxi}
(opadqie) ye'1- ‘(0861) uonoD pue 1odul {(0661) UHWS ‘(666 |) PIeleg Mmojleys 1dwiene spnio e) ‘80Ad unydins
(fexoy) 68" 1 puUB UOS|IA\ “OMT PUB UOIEAIUSOUOD Jequinu 1ejdoig pue wiojiyels 3 a‘ss‘s + NODVY (L002) 'Ie 1o seuop
(reyon) g'1L- E|
suolensasqo plaly (PINVHO3I)
(opaqie) sy'0- WwoJ} Joguinu pue ssew ‘os|y "(6861) e 10 isiAbpung aseyd paxiw a‘ss 9042 Jnyd|ns
(lesoy) 1= | (y661) Busysg ‘DN PUB UOKEAUSDUOD Jequinu jojdoid pue wiem ‘08 ‘00 ‘S + NODY (0002) "Ie 1o uueWYOT]

plz-Ww M)

Buioi04 anneipey

soisAydooiy

papnjoul
sadf} pno|n

>SINIXIW
|osouay

gsoroads
|osoiay

"sj1e1ap BuijjapoLL JueA8|al auyj Jo BUnSy B ylm ‘Spnojo Jayem pinbi J IXaJL0 auj Ul ‘19848 0page projo 0} anp 4 auyj Jo SAIPN]S [apolU Paysiand *1°g d1qeL

17



Changes in Atmospheric Constituents and in Radiative Forcing

Chapter 2

{9 NN
‘opaqje) 6L°L- (2002) pIeuIeS puE SBUBN
(S NN
‘opadqie) 62°1— (2661) Te 18 Buenyp
AN MO 11USI014809 uolsladsip
‘opaqie) oL" - pue uoleJiusou09 1ojdolp usamiaq diysuoleey
(NN
‘opaqie) L0 |- Anoojen yeipdn
NN winIpaJAl :1UsI0144e09 uoisiadsip
‘opaqie) 98°0- pue uolesiuaou09 18|dolp usamiag diysuoneey
(AN yBiH :1uLIoN}e09 UoISIadsIp
‘opaqie) 20— pue uoiesiuaou09 18|dolp usamiag diysuoneey
(P IN
‘opaqje) og"L- (2002 ‘ueyn pue xezzey-|npqy) [03U0D
(rewsoubol) aseyd pexiw 08 ‘00 1SS pexy (S002)
UOI}BJ1US0U0D Jaquinu }a|doJp PNojo pue ssew |0solay pue wiem | ‘a‘ss ‘s + (INN) WDV Jauuad pue uayp
(0g pue DO J0)) |
(opaqie) gg0- {(]ony 1SS0} WU} a‘ss uea20 ge|s +
(le301) ¥6°0— Ayoojen yelpdn pue A1osy} J8|yoy UO peseq UOKEAIIOY wiem 09 %06) 3 ‘08 ‘00 ‘S | (SHVLNIHCS) NODY (S002) ‘1e 18 eanwoXE]
1SS paxi) ‘819kd
erep Y3d10d 0} PRl (S661) ‘UuBWYOT pUE Jayonog Jnydins aAfjoeIBIUl
s(opaqie) zz'0- ‘UOoI1BJIUSDUOD Jaquinu 19]doJp PNOJO PUB SSEW [0S0I8Y wiem 'u S + (ZAINT) NDDY (5002) "Ie 10 ausaing
a(PINYHO3)
[e30}) 62°0~
o(zani €ejep SIAOIN O} Paly
[e101) £€G°0— UOI}BJ1U0U0D Jaquinu }o|doJp pPNojo pue Ssew |0solay
(Bo-INVYHO3)
[e10}) G" |-
(hro-zawn (130) sunJ jo13u00 ‘(G566 1) ‘UUBWIYOT pUE Jayonog aseyd paxiw a’‘ss (PNVYHOF pue
[e101) 8°0— ‘UOoI1BJIUSDUOD Jaquinu 18]doJp PNOJO PUB SSEW [0S0IBY pue wiem 3 ‘0g ‘00 ‘s Zan) NOHY (S002) "|e 18 seend
s(opaqie) g0~ Elep SIAOW o3 14
s(opaqie) g'0— Blep Y3a10d 01 M}
unJ |0J3U00 1SS paxi} ‘9joko
(se61) e 19 Joyonog {(G66}) uueWIYOT pue Jayonog aseyd paxiw a‘ss anydins aAioeIa1Ul (S002)
(opaqie) 60— ‘UoI1BJ1USDUOD Jaquinu 19]doJp PNOJO PUB SSBW |0S0IBY pue wiem 3 ‘0g ‘00 ‘S + (ZAINT) NDDY Jayonog pue seenp
(epow
uole|nwnooe
J10)) | {(Og 1en} uBa00 e[S S9|0AD
(eoepNS By} 1B SPNOJO BAI}O9AUOD aseyd paxiw | |ISSO} pue apowl a‘ss uogJeo pue nydins (5002)
‘e101) G1° |- Buiuresap pue wlioiess (g00g) uossuelisuy] pue wJem | uonesdnu Joy) 3 ‘09 ‘00 ‘S + (HVYDON) ENDD ‘|e 1@ uossuefisuy]
(spnojo ul
(eduoz.z papn|oul 10U Q) suoneziswered
(2002 ‘olusn) |90 pUB UOUS|\|) UOIIBIIUSOUO0D MO[aQ) MOJ[eys a‘N ‘ss uBa20 Jualayip
(opaqje) 2270~ Jequunu jedoiq "sieke| [eareA 0z (S002) e 18 IPIWY0S pue wiem 3 ‘08 ‘00 ‘s €+ (SSI1D) WOD (S00%2) 'Ie 1o ussueH

pl-w M)

Buioi04 aAneipey

soisAydooip

papnjoul
sadA} pno|o

2Sainyxiw
Josolay

gso1o0ads
Jososay

(panunuod) 'z 8qeL

175



Chapter 2

Changes in Atmospheric Constituents and in Radiative Forcing

v1°¢ 24nBi4 Ul pals)| se ‘uebiydi JO AlSISAIUN O} SPUOdSa.LI0d NN UolEIoU BY]

*UOI]BJJUSOUOD Joquinu 19|doJp pPNojo pue SSew |0SoJok 8e[es 0} Jij [eouidwe swes sy} Buisn ‘SUOIBAISSJO 8}i||81es AQ paulesisuod usaq dABY SUOIBINWIS 8SaY] o

"91"Z @InBi4 JONJISUOD O} PAsN 81eMm siequinu pjod ayi AlUQ  p

*SBINIXIW [BUIBIUI 1| ‘SBINIXIW [BUISIXS :T o

*9]eJ)u N ‘uoqued ojuebio 1D ‘uoqued ¥oe|q :0g ‘Isnp [eJaulw :q ‘}es eses :SS ereydins 1S g

*uwIN|o9 siy} Ul pals| seJiued Buljepow
pue sjapowl Jay1o Jo Bunsi| Joj () 810N ‘v°g 8|gel 99s ‘yoieasay WelsAg a1ewl|D Jo} aue) :HSDD ‘Alojeloge] solweuAqg pinj4 [edisAydosn) 4o {|epow [eAoway pue podsuel] [0S0y [2dolD) :HNOLNVHD
{sebueyox3 [eqojo ousydsowly Uo yoseasay pajeiBaiu] 4o} [9PON :JOVHIIN ‘uonesiueBbiQ yolessay [elsnpul pue di1IusIos Yeemuowwo) :QHISD @inyesadws) eoeuns ess 1| SS (NDD ousydsowy (NODY e

:S8J0N

(4SD9D opaqie) 20~ (8261) 1s1Abpung | yuswuedxe
(zawn opaqie) 89°0- | :(S002) 4ouusd pue usyo (G661) ‘UUBWIYOT pUE Jeyonog aseyd paxiw 04 ‘00 °S00 wo4 synsal
(o1so opaqie) G9'0- {U0IIBJIUSOUOD JBquinu 18|doJp PNOJO pue SSeW |0SoJaYy pue wJiem 3 ‘a‘ss ‘s pue o[sQ ‘Zan (9002) "Ie 10 J8uUUBd
Buipeo| Jnydins
(opaqie) v’ 1L- dUl|-40 S|osoIeY pue 1SS paxy
(leso) €'2— | "(0002) ueboy pue Aouipinoiureyy (0002) “[e 1 uAessioy wiem eu S ‘(1a49) WoBY (ag002) e 10 BuN

plz-w M)

Buioio4 anneipey

soisAydoaoiy

papnjoul
sadA} pno|o

2Sain)xiw
|ososay

gSo10ads
|ososay

(penunuoo) /°z 8jqel

176



Chapter 2

Changes in Atmospheric Constituents and in Radiative Forcing

well as naturally produced sea salt, dust and
continuously outgassing volcanic sulphate
aerosols. Lohmann et al. (2000) and Chuang
et al. (2002) included internally mixed
sulphate, black and organic carbon, sea
salt and dust aerosols, resulting in the most
negative estimate of the cloud albedo indirect
effect. Takemura et al. (2005) used a global
aerosol transport-radiation model coupled
to a GCM to estimate the direct and indirect
effects of aerosols and their associated
RF. The model includes a microphysical
parametrization to diagnose the cloud
droplet number concentration using Kdohler
theory, which depends on the aerosol particle
number concentration, updraft velocity, size
distributions and chemical properties of each
aerosol species. The results indicate a global
decrease in cloud droplet effective radius
caused by anthropogenic aerosols, with
the global mean RF calculated to be —0.52
W m2; the land and oceanic contributions
are —1.14 and —0.28 W m2, respectively.
Other modelling results also indicate that the
mean RF due to the cloud albedo effect is on
average somewhat larger over land than over
oceans; over oceans there is a more consistent
response from the different models, resulting
in a smaller inter-model variability (Lohmann
and Feichter, 2005).

Chen and Penner (2005), by systematically
varying parameters, obtained a less negative
RF when the in-cloud updraft velocity was
made to depend on the turbulent kinetic
energy. Incorporating other cloud nucleation
schemes, for example, changing from Abdul-
Razzak and Ghan (2002) to the Chuang et
al. (1997) parametrization resulted in no RF
change, while changing to the Nenes and
Seinfeld (2003) parametrization made the RF
more negative. Rotstayn and Liu (2003) found
a 12 to 35% decrease in the RF when the size
dispersion effect was included in the case of
sulphate particles. Chen and Penner (2005)
further explored the range of parameters used
in Rotstayn and Liu (2003) and found the
RF to be generally less negative than in the

Aerosol species: S, SS,0C

Aerosol species: S,SS,0C,BC,D,N

Radiative Forcing from Cloud Albedo Effect

Hadley (Jones et al., 2001)

Hadley (Williams et al., 2001b)

CSIRO (Rotstayn and Penner, 2001)
GISS (Menon et al., 2002b)

CSIRO (Rotstayn and Liu, 2003)

LMDZ (Quaas et al., 2004)
LMDZ/POLDER (Dufresne et al., 2005)

GFDL (Ming et al., 2005b)

ECHAM (Lohmann et al., 2000)

PNNL (Ghan et al., 2001)

NCAR-CCM (Chuang et al., 2002)
NCAR-CCM (Kristjansson, 2002)
SPRINTARS (Suzuki et al., 2004)
SPRINTARS (Takemura et al., 2005)
GISS (Hansen et al., 2005)

LMDZ/CTRL (Quaas and Boucher, 2005)
LMDZ/POLDER (Quaas and Boucher, 2005)
LMDZ/MODIS (Quaas and Boucher, 2005)
UM_ctrl (Chen and Penner, 2005)

UM_1 (Chen and Penner, 2005)

UM_2 (Chen and Penner, 2005)

UM_3 (Chen and Penner, 2005)

UM_4 (Chen and Penner, 2005)

UM_5 (Chen and Penner, 2005)

UM_6 (Chen and Penner, 2005)

Oslo (Penner et al., 2006)

LMDZ (Penner et al., 2006)

CCSR (Penner et al., 2006)

-2.0

-1.5 -1.0 -0.5 0
Radiative Forcing (W m2)

Figure 2.14. Radiative forcing due to the cloud albedo effect, in the context of liquid water clouds,
from the global climate models that appear in Table 2.7. The labels next to the bars correspond to the
published study; the notes of Table 2.7 explain the species abbreviations listed on the left hand side. Top
panel: results for models that consider a limited number of species, primarily anthropogenic sulphate
(S). Bottom panel: results from studies that include a variety of aerosol compositions and mixtures; the
estimates here cover a larger range than those in the top panel. Chen and Penner (2005) presented a
sensitivity study obtained by changing parametrizations in their model, so the results can be considered
independent and are thus listed separately. Penner et al. (2006) is an intercomparison study, so the
results of the individual models are listed separately.

standard integration.

A model intercomparison study (Penner et al., 2006)
examined the differences in cloud albedo effect between
models through a series of controlled experiments that allowed
examination of the uncertainties. This study presented results
from three models, which were run with prescribed aerosol
mass-number concentration (from Boucher and Lohmann, 1995),
aerosol field (from Chen and Penner, 2005) and precipitation
efficiency (from Sundqvist, 1978). The cloud albedo RFs in

the three models do not vary widely: —0.65, —0.68 and —0.74
Wm2, respectively. Nevertheless, changes in the autoconversion
scheme led to a differing response of the LWP between the
models, and this is identified as an uncertainty.

A closer inspection of the treatment of aerosol species in the
models leads to a broad separation of the results into two groups:
models with only a few aerosol species and those that include
a more complex mixture of aerosols of different composition.
Thus, in Figure 2.14, RF results are grouped according to the
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type of aerosol species included in the simulations. In the top
panel of Figure 2.14, which shows estimates from models that
mainly include anthropogenic sulphate, there is an indication
that the results are converging, even though the range of models
comes from studies published between 2001 and 2006. These
studies show much less scatter than in the TAR, with a mean
and standard deviation of —1.37 £ 0.14 W m2. In contrast,
in the bottom panel of Figure 2.14, which shows the studies
that include more species, a much larger variability is found.
These latter models (see Table 2.7) include ‘state of the art’
parametrizations of droplet activation for a variety of aerosols,
and include both internal and external mixtures.

Some studies have commented on inconsistencies between
some of the earlier estimates of the cloud albedo RF from
forward and inverse calculations (Anderson et al., 2003).
Notwithstanding the fact that these two streams of calculations
rely on very different formulations, the results here appear to be
within range of the estimates from inverse calculations.

2.4.5.3 Estimates of the Radiative Forcing from
Observations and Constrained Models

It is difficult to obtain a best estimate of the cloud albedo
RF from pre-industrial times to the present day based solely on
observations. The satellite record is not long enough, and other
long-term records do not provide the pre-industrial aerosol and
cloud microphysical properties needed for such an assessment.
Some studies have attempted to estimate the RF by incorporating
empirical relationships derived from satellite observations. This
approach is valid as long as the observations are robust, but
problems still remain, particularly with the use of the aerosol
optical depth as proxy for CCN (Feingold et al., 2003), droplet
size and cloud optical depth from broken clouds (Marshak et
al., 2006), and relative humidity effects (Kapustin et al., 2006)
to discriminate between hydrated aerosols and cloud. Radiative
forcing estimates constrained by satellite observations need to
be considered with these caveats in mind.

By assuming a bimodal lognormal size distribution,
Nakajima et al. (2001) determined the Angstrom exponent from
AVHRR data over the oceans (for a period of four months),
together with cloud properties, optical thickness and effective
radii. The nonlinear relationship between aerosol number
concentration and cloud droplet concentration (N, = (N,)")
obtained is consistent with Twomey’s hypothesis; however, the
parameter b is smaller than previous estimates (0.5 compared
with 0.7 to 0.8; Kaufman et al., 1991), but larger than the 0.26
value obtained by Martin et al. (1994). Using this relationship,
Nakajima et al. (2001) provided an estimate of the cloud albedo
RF in the range between —0.7 and —1.7 W m2, with a global
average of —1.3 W m=2. Lohmann and Lesins (2002) used
POLDER data to estimate aerosol index and cloud droplet
radius; they then scaled the results of the simulations with the
European Centre Hamburg (ECHAM4) model. The results
show that changes in N, lead to larger changes in N, in the
model than in observations, particularly over land, leading to an
overestimate of the cloud albedo effect. The scaled values using
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the constraint from POLDER yield a global cloud albedo RF
of —0.85 W m2, an almost 40% reduction from their previous
estimate. Sekiguchi et al. (2003) presented results from the
analysis of AVHRR data over the oceans, and of POLDER
data over land and ocean. Assuming that the aerosol column
number concentration increased by 30% from the pre-industrial
era, they estimated the effect due to the aerosol influence on
clouds as the difference between the forcing under present and
pre-industrial conditions. They estimated a global effect due to
the total aerosol influence on clouds (sum of cloud albedo and
lifetime effects) to be between —0.6 and —1.2 W m2, somewhat
lower than the Nakajima et al. (2001) ocean estimate. When the
assumption is made that the liquid water content is constant, the
cloud albedo RF estimated from AVHRR data is —0.64 + 0.16
W m2 and the estimate using POLDER data is —0.37 = 0.09
W m2. The results from these two studies are very sensitive
to the magnitude of the increase in the aerosol concentration
from pre-industrial to current conditions, and the spatial
distributions.

Quaas and Boucher (2005) used the POLDER and MODIS
data to evaluate the relationship between cloud properties and
aerosol concentrations on a global scale in order to incorporate
it in a GCM. They derived relationships corresponding to
marine stratiform clouds and convective clouds over land that
show a decreasing effective radius as the aerosol optical depth
increases. These retrievals involve a variety of assumptions that
introduce uncertainties in the relationships, in particular the
fact that the retrievals for aerosol and cloud properties are not
coincident and the assumption that the acrosol optical depth can
be linked to the sub-cloud aerosol concentration. When these
empirical parametrizations are included in a climate model,
the simulated RF due to the cloud albedo effect is reduced by
50% from their baseline simulation. Quaas et al. (2005) also
utilised satellite data to establish a relationship between cloud
droplet number concentration and fine-mode aerosol optical
depth, minimising the dependence on cloud liquid water
content but including an adiabatic assumption that may not
be realistic in many cases. This relationship is implemented
in the ECHAM4 and Laboratoire de Météorologie Dynamique
Zoom (LMDZ) climate models and the results indicate that the
original parametrizations used in both models overestimated the
magnitude of the cloud albedo effect. Even though both models
show a consistent weakening of the RF, it should be noted that
the original estimates of their respective RFs are very different
(by almost a factor of two); the amount of the reduction was 37%
in LMDZ and 81% in ECHAMA4. Note that the two models have
highly different spatial distributions of low clouds, simulated
aerosol concentrations and anthropogenic fractions.

When only sulphate aerosols were considered, Dufresne et
al. (2005) obtained a weaker cloud albedo RF. Their model used
a relationship between aerosol mass concentration and cloud
droplet number concentration, modified from that originally
proposed by Boucher and Lohmann (1995) and adjusted to
POLDER data. Their simulations give a factor of two weaker
RF compared to the previous parametrization, but it is noted
that the results are highly sensitive to the distribution of clouds
over land.
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2.4.5.4  Uncertainties in Satellite Estimates

The improvements in the retrievals and satellite
instrumentation have provided valuable data to begin
observation-motivated assessments of the effect of aerosols
on cloud properties, even though satellite measurements
cannot unambiguously distinguish natural from anthropogenic
aerosols. Nevertheless, an obvious advantage of the satellite
data is their global coverage, and such extensive coverage can
be analysed to determine the relationships between aerosol and
cloud properties at a number of locations around the globe.
Using these data some studies (Sekiguchi et al., 2003; Quaas
et al., 2004) indicate that the magnitude of the RF is resolution
dependent, since the representation of convection and clouds
in the GCMs and the simulation of updraft velocity that affects
activation themselves are resolution dependent. The rather low
spatial and temporal resolution of some of the satellite data sets
can introduce biases by failing to distinguish aerosol species
with different properties. This, together with the absence of
coincident LWP measurements in several instances, handicaps
the inferences from such studies, and hinders an accurate
analysis and estimate of the RF. Furthermore, the ability to
separate meteorological from chemical influences in satellite
observations depends on the understanding of how clouds
respond to meteorological conditions.

Retrievals involve a variety of assumptions that introduce
uncertainties in the relationships. As mentioned above, the
retrievals for aerosol and cloud properties are not coincident
and the assumption is made that the aerosol optical depth can
be linked to the aerosol concentration below the cloud. The
POLDER instrument may underestimate the mean cloud-top
droplet radius due to uncertainties in the sampling of clouds
(Rosenfeld and Feingold, 2003). The retrieval of the aerosol
index over land may be less reliable and lead to an underestimate
of the cloud albedo effect over land. There is an indication
of a systematic bias between MODIS-derived cloud droplet
radius and that derived from POLDER (Breon and Doutriaux-
Boucher, 2005), as well as differences in the aerosol optical
depth retrieved from those instruments (Myhre et al., 2004a)
that need to be resolved.
2.4.5.5  Uncertainties Due to Model Biases

One of the large sources of uncertainties is the poor
knowledge of the amount and distribution of anthropogenic
aerosols used in the model simulations, particularly for pre-
industrial conditions. Some studies show a large sensitivity
in the RF to the ratio of pre-industrial to present-day aerosol
number concentrations.

All climate models discussed above include sulphate
particles; some models produce them from gaseous precursors
over oceans, where ambient concentrations are low, while some
models only condense mass onto pre-existing particles over
the continents. Some other climate models also include sea salt
and dust particles produced naturally, typically relating particle
production to wind speed. Some models include anthropogenic

nitrate, BC and organic compounds, which in turn affect
activation. Models also have weaknesses in representing
convection processes and aerosol distributions, and simulating
updraft velocities and convection-cloud interactions. Even
without considering the existing biases in the model-generated
clouds, differences in the aerosol chemical composition and the
subsequent treatment of activation lead to uncertainties that are
difficult to quantify and assess. The presence of organic carbon,
owing to its distinct hygroscopic and absorption properties,
can be particularly important for the cloud albedo effect in the
tropics (Ming et al., 2007).

Modelling the cloud albedo effect from first principles has
proven difficult because the representation of aerosol-cloud and
convection-cloud interactions in climate models are still crude
(Lohmann and Feichter, 2005). Clouds often do not cover a
complete grid box and are inhomogeneous in terms of droplet
concentration, effective radii and LWP, which introduces added
complications in the microphysical and radiative transfer
calculations. Model intercomparisons (e.g., Lohmann et al.,
2001; Menon et al., 2003) suggest that the predicted cloud
distributions vary significantly between models, particularly
their horizontal and vertical extents; also, the vertical resolution
and parametrization of convective and stratiform clouds are
quite different between models (Chen and Penner, 2005). Even
high-resolution models have difficulty in accurately estimating
the amount of cloud liquid and ice water content in a grid box.

It has proven difficult to compare directly the results from
the different models, as uncertainties are not well identified
and quantified. All models could be suffering from similar
biases, and modelling studies do not often quote the statistical
significance of the RF estimates that are presented. Ming et
al. (2005b) demonstrated that it is only in the mid-latitude
NH that their model yields a RF result at the 95% confidence
level when compared to the unforced model variability. There
are also large differences in the way that the different models
treat the appearance and evolution of aerosol particles and
the subsequent cloud droplet formation. Differences in the
horizontal and vertical resolution introduce uncertainties in
their ability to accurately represent the shallow warm cloud
layers over the oceans that are most susceptible to the changes
due to anthropogenic aerosol particles. A more fundamental
problem is that GCMs do not resolve the small scales (order
of hundreds of metres) at which aerosol-cloud interactions
occur. Chemical composition and size distribution spectrum
are also likely insufficiently understood at a microphysical
level, although some modelling studies suggest that the albedo
effect is more sensitive to the size than to aerosol composition
(Feingold, 2003; Ervens et al., 2005; Dusek et al., 2006).
Observations indicate that aerosol particles in nature tend to
be composed of several compounds and can be internally or
externally mixed. The actual conditions are difficult to simulate
and possibly lead to differences among climate models. The
calculation of the cloud albedo effect is sensitive to the details
of particle chemical composition (activation) and state of
the mixture (external or internal). The relationship between
ambient aerosol particle concentrations and resulting cloud
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droplet size distribution is important during the activation
process; this is a critical parametrization element in the climate
models. It is treated in different ways in different models,
ranging from simple empirical functions (Menon et al., 2002a)
to more complex physical parametrizations that also tend to
be more computationally costly (Abdul-Razzak and Ghan,
2002; Nenes and Seinfeld, 2003; Ming et al., 2006). Finally,
comparisons with observations have not yet risen to the same
degree of verification as, for example, those for the direct RF
estimates; this is not merely due to model limitations, since the
observational basis also has not yet reached a sound footing.

Further uncertainties may be due to changes in the droplet
spectral shape, typically considered invariant in climate
models under clean and polluted conditions, but which can be
substantially different in typical atmospheric conditions (e.g.,
Feingold et al., 1997; Ackerman et al., 2000b; Erlick et al.,
2001; Liu and Daum, 2002). Liu and Daum (2002) estimated
that a 15% increase in the width of the size distribution can
lead to a reduction of between 10 and 80% in the estimated RF
of the cloud albedo indirect effect. Peng and Lohmann (2003),
Rotstayn and Liu (2003) and Chen and Penner (2005) studied
the sensitivity of their estimates to this dispersion effect. These
studies confirm that their estimates of the cloud albedo RF,
without taking the droplet spectra change into account, are
overestimated by about 15 to 35%.

The effects of aerosol particles on heterogeneous ice
formation are currently insufficiently understood and present
another level of challenge for both observations and modelling.
Ice crystal concentrations cannot be easily measured with present
in situ instrumentation because of the difficulty of detecting
small particles (Hirst et al., 2001) and frequent shattering of ice
particles on impact with the probes (Korolev and Isaac, 2005).
Current GCMs do not have sufficiently rigorous microphysics
or sub-grid scale processes to accurately predict cirrus clouds
or super-cooled clouds explicitly. Ice particles in clouds are
often represented by simple shapes (e.g., spheres), even though
it is well known that few ice crystals are like that in reality.
The radiative properties of ice particles in GCMs often do
not effectively simulate the irregular shapes that are normally
found, nor do they simulate the inclusions of crustal material or
soot in the crystals.
2.4.5.6  Assessment of the Cloud Albedo Radiative Forcing

As in the TAR, only the aerosol interaction in the context
of liquid water clouds is assessed, with knowledge of the
interaction with ice clouds deemed insufficient. Since the TAR,
the cloud albedo effect has been estimated in a more systematic
way, and more modelling results are now available. Models now
are more advanced in capturing the complexity of the aerosol-
cloud interactions through forward computations. Even though
major uncertainties remain, clear progress has been made,
leading to a convergence of the estimates from the different
modelling efforts. Based on the results from all the modelling
studies shown in Figure 2.14, compared to the TAR it is now
possible to present a best estimate for the cloud albedo RF of
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—0.7 W m2 as the median, with a 5 to 95% range of —0.3 to
—1.8 W m 2. The increase in the knowledge of the aerosol-cloud
interactions and the reduction in the spread of the cloud albedo
RF since the TAR result in an elevation of the level of scientific
understanding to low (Section 2.9, Table 2.11).

2.5 Anthropogenic Changes in

Surface Albedo and the Surface
Energy Budget

2.5.1 Introduction

Anthropogenic changes to the physical properties of the
land surface can perturb the climate, both by exerting an RF
and by modifying other processes such as the fluxes of latent
and sensible heat and the transfer of momentum from the
atmosphere. In addition to contributing to changes in greenhouse
gas concentrations and aerosol loading, anthropogenic changes
in the large-scale character of the vegetation covering the
landscape (‘land cover’) can affect physical properties such
as surface albedo. The albedo of agricultural land can be very
different from that of a natural landscape, especially if the latter
is forest. The albedo of forested land is generally lower than that
of open land because the greater leaf area of a forest canopy and
multiple reflections within the canopy result in a higher fraction
of incident radiation being absorbed. Changes in surface albedo
induce an RF by perturbing the shortwave radiation budget
(Ramaswamy et al., 2001). The effect is particularly accentuated
when snow is present, because open land can become entirely
snow-covered and hence highly reflective, while trees can
remain exposed above the snow (Betts, 2000). Even a snow-
covered canopy exhibits a relatively low albedo as a result of
multiple reflections within the canopy (Harding and Pomeroy,
1996). Surface albedo change may therefore provide the
dominant influence of mid- and high-latitude land cover change
on climate (Betts, 2001; Bounoua et al., 2002). The TAR cited
two estimates of RF due to the change in albedo resulting from
anthropogenic land cover change relative to potential natural
vegetation (PNV), -0.4 W m2 and —0.2 W m2, and assumed
that the RF relative to 1750 was half of that relative to PNV, so
gave a central estimate of the RF due to surface albedo change
of 0.2Wm2+02Wm2

Surface albedo can also be modified by the settling of
anthropogenic aerosols on the ground, especially in the case of
BC on snow (Hansen and Nazarenko, 2004). This mechanism
may be considered an RF mechanism because diagnostic
calculations may be performed under the strict definition of RF
(see Sections 2.2 and 2.8). This mechanism was not discussed
in the TAR.

Land cover change can also affect other physical properties
such as surface emissivity, the fluxes of moisture through
evaporation and transpiration, the ratio of latent to sensible
heat fluxes (the Bowen ratio) and the aerodynamic roughness,
which exerts frictional drag on the atmosphere and also affects
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turbulent transfer of heat and moisture. All these processes
can affect the air temperature near the ground, and also
modify humidity, precipitation and wind speed. Direct human
perturbations to the water cycle, such as irrigation, can affect
surface moisture fluxes and hence the surface energy balance.
Changes in vegetation cover can affect the production of dust,
which then exerts an RF. Changes in certain gases, particularly
CO, and ozone, can also exert an additional influence on
climate by affecting the Bowen ratio, through plant responses
that affect transpiration. These processes are discussed in detail
in Section 7.2. While such processes will act as anthropogenic
perturbations to the climate system (Pielke et al., 2002) and
will fall at least partly within the ‘forcing’ component of the
forcing-feedback-response conceptual model, it is difficult to
unequivocally quantify the pure forcing component as distinct

Biome Type

- Tropical Forest
|:| Temperate Forest -
- Boreal Forest

|:| Savanna/Dense Shrubland

|:| Grassland/Steppe
|:| Tundra

|:| Open Shrubland/Desert/Rock/Ice

% Cropland

- 100%

from feedbacks and responses. The term ‘non-radiative forcing’
has been proposed (Jacob et al., 2005) and this report adopts the
similar term ‘non-initial radiative effect’, but no quantitative
metric separating forcing from feedback and response has yet
been implemented for climatic perturbation processes that do
not act directly on the radiation budget (see Section 2.2).

Energy consumption by human activities, such as heating
buildings, powering electrical appliances and fuel combustion
by vehicles, can directly release heat into the environment. This
was not discussed in the TAR. Anthropogenic heat release is not
an RF, in that it does not directly perturb the radiation budget;
the mechanisms are not well identified and so it is here referred
to as a non-initial radiative effect. It can, however, be quantified
as a direct input of energy to the system in terms of W m2.

Potential Natural Vegetation

DE Croplands & Pastures

Figure 2.15. Anthropogenic modifications of land cover up to 1990. Top panel: Reconstructions of potential natural vegetation (Haxeltine and Prentice, 1996). Lower panels:
reconstructions of croplands and pasture for 1750 and 1990. Bottom left: fractional cover of croplands from Centre for Sustainability and the Global Environment (SAGE;
Ramankutty and Foley, 1999) at 0.5° resolution. Bottom right: reconstructions from the HistorY Database of the Environment (HYDE; Klein Goldewijk, 2001), with one land cover
classification per 0.5° grid box.
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2.5.2 Changes in Land Cover Since 1750

In 1750, 7.9 to 9.2 million km? (6 to 7% of the global land
surface) were under cultivation or pasture (Figure 2.15), mainly
in Europe, the Indo-Gangetic Plain and China (Ramankutty and
Foley, 1999; Klein Goldewijk, 2001). Over the next hundred
years, croplands and pasture expanded and intensified in these
areas, and new agricultural areas emerged in North America.
The period 1850 to 1950 saw a more rapid rate of increase
in cropland and pasture areas. In the last 50 years, several
regions of the world have seen cropland areas stabilise, and
even decrease. In the USA, as cultivation shifted from the east
to the Midwest, croplands were abandoned along the eastern
seaboard around the turn of the century and the eastern forests
have regenerated over the last century. Similarly, cropland
areas have decreased in China and Europe. Overall, global
cropland and pasture expansion was slower after 1950 than
before. However, deforestation is occurring more rapidly in the
tropics. Latin America, Africa and South and Southeast Asia
experienced slow cropland expansion until the 20th century, but
have had exponential increases in the last 50 years. By 1990,
croplands and pasture covered 45.7 to 51.3 million km? (35% to
39% of global land), and forest cover had decreased by roughly
11 million km? (Ramankutty and Foley, 1999; Klein Goldewijk,
2001; Table 2.8).

Overall, until the mid-20th century most deforestation
occurred in the temperate regions (Figure 2.15). In more
recent decades, however, land abandonment in Western Europe
and North America has been leading to reforestation while
deforestation is now progressing rapidly in the tropics. In the
1990s compared to the 1980s, net removal of tropical forest
cover had slowed in the Americas but increased in Africa and
Asia.

2.5.3 Radiative Forcing by Anthropogenic Surface
Albedo Change: Land Use

Since the TAR, a number of estimates of the RF from land
use changes over the industrial era have been made (Table
2.8). Unlike the main TAR estimate, most of the more recent
studies are ‘pure’ RF calculations with the only change being
land cover; feedbacks such as changes in snow cover are
excluded. Brovkin et al. (2006) estimated the global mean RF
relative to 1700 to be —0.15 W m2, considering only cropland
changes (Ramankutty and Foley, 1999) and not pastures.
Hansen et al. (2005) also considered only cropland changes
(Ramankutty and Foley, 1999) and simulated the RF relative
to 1750 to be —0.15 W m~2. Using historical reconstructions of
both croplands (Ramankutty and Foley, 1999) and pasturelands
(Klein Goldewijk, 2001), Betts et al. (2007) simulated an RF
of —0.18 W m2 since 1750. This study also estimated the RF
relative to PNV to be —0.24 W m2. Other studies since the TAR
have also estimated the RF at the present day relative to PNV
(Table 2.8). Govindasamy et al. (2001a) estimated this RF as
—0.08 W m2, Myhre et al. (2005a) used land cover and albedo
data from MODIS (Friedl et al., 2002; Schaaf et al., 2002) and
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estimated this RF as —0.09 W m2. The results of Betts et al.
(2007) and Brovkin et al. (2006) suggest that the RF relative to
1750 is approximately 75% of that relative to PN'V. Therefore,
by employing this factor published RFs relative to PNV can be
used to estimate the RF relative to 1750 (Table 2.8).

In all the published studies, the RF showed a very high
degree of spatial variability, with some areas showing no RF
in 1990 relative to 1750 while values more negative than —5
W m2 were typically found in the major agricultural areas
of North America and Eurasia. The local RF depends on
local albedo changes, which depend on the nature of the PNV
replaced by agriculture (see top panel of Figure 2.15). In
historical simulations, the spatial patterns of RF relative to the
PNV remain generally similar over time, with the regional RFs
in 1750 intensifying and expanding in the area covered. The
major new areas of land cover change since 1750 are North
America and central and eastern Russia.

Changes in the underlying surface albedo could affect the
RF due to aerosols if such changes took place in the same
regions. Similarly, surface albedo RF may depend on aerosol
concentrations. Estimates of the temporal evolution of aerosol
RF and surface albedo RF may need to consider changes in
each other (Betts et al., 2007).
2.5.3.1 Uncertainties

Uncertainties in estimates of RF due to anthropogenic
surface albedo change arise from several factors.
2.5.3.1.1  Uncertainties in the mapping and characterisation
of present-day vegetation

The RF estimates reported in the TAR used atlas-based
data sets for present-day vegetation (Matthews, 1983; Wilson
and Henderson-Sellers, 1985). More recent data sets of land
cover have been obtained from satellite remote sensing. Data
from the AVHRR in 1992 to 1993 were used to generate two
global land cover data sets at 1 km resolution using different
methodologies (Hansen and Reed, 2000; Loveland et al.,
2000) The International Geosphere-Biosphere Programme
Data and Information System (IGBP-DIS) data set is used as
the basis for global cropland maps (Ramankutty and Foley,
1999) and historical reconstructions of croplands, pasture and
other vegetation types (Ramankutty and Foley, 1999; Klein
Goldewijk, 2001) (Table 2.8). The MODIS (Friedl et al., 2002)
and Global Land Cover 2000 (Bartholome and Belward, 2005)
provide other products. The two interpretations of the AVHRR
data agree on the classification of vegetation as either tall (forest
and woody savannah) or short (all other land cover) over 84%
of the land surface (Hansen and Reed, 2000). However, some of
the key disagreements are in regions subject to anthropogenic
land cover change so may be important for the estimation of
anthropogenic RF. Using the Hadley Centre Atmospheric
Model (HadAM3) GCM, Betts et al. (2007) found that the
estimate of RF relative to PNV varied from —0.2 W m~2 with the
Wilson and Henderson-Sellers (1985) atlas-based land use data
set to —0.24 W m~2 with a version of the Wilson and Henderson-
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Sellers (1985) data set adjusted to agree with the cropland data
of Ramankutty and Foley (1999). Myhre and Myhre (2003)
found the RF relative to PNV to vary from —0.66 W m—2 to 0.29
W m2 according to whether the present-day land cover was
from Wilson and Henderson-Sellers (1985), Ramankutty and
Foley (1999) or other sources.
2.5.3.1.2  Uncertainties in the mapping and characterisation
of the reference historical state

Reconstructions of historical land use states require
information or assumptions regarding the nature and extent of
land under human use and the nature of the PNV. Ramankutty
and Foley (1999) reconstructed the fraction of land under crops
at 0.5° resolution from 1700 to 1990 (Figure 2.15, Table 2.8) by
combining the IGBP Global Land Cover Dataset with historical
inventory data, assuming that all areas of past vegetation occur
within areas of current vegetation. Klein Goldewijk (2001)
reconstructed all land cover types from 1700 to 1990 (Figure
2.15, Table 2.8), combining cropland and pasture inventory
data with historical population density maps and PNV. Klein
Goldewijk used a Boolean approach, which meant that crops,
for example, covered either 100% or 0% of a 0.5° grid box.
The total global cropland of Klein Goldewijk is generally 25%
less than that reconstructed by Ramankutty and Foley (1999)
throughout 1700 to 1990. At local scales, the disagreement is
greater due to the high spatial heterogeneity in both data sets.
Large-scale PNV (Figure 2.15) is reconstructed either with
models or by assuming that small-scale examples of currently
undisturbed vegetation are representative of the PNV at the
large scale. Matthews et al. (2004) simulated RF relative to
1700 as —0.20 W m~2 and —0.28 W m~2 with the above land use
reconstructions.
2.5.3.1.3  Uncertainties in the parametrizations of the surface
radiation processes

The albedo for a given land surface or vegetation type
may either be prescribed or simulated on the basis of more
fundamental characteristics such as vegetation leaf area.
But either way, model parameters are set on the basis of
observational data that may come from a number of conflicting
sources. Both the AVHRR and MODIS (Schaaf et al., 2002;
Gao et al., 2005) instruments have been used to quantify surface
albedo for the IGBP vegetation classes in different regions and
different seasons, and in some cases the albedo for a given
vegetation type derived from one source can be twice that
derived from the other (e.g., Strugnell et al., 2001; Myhre et al.,
2005a). Myhre and Myhre (2003) examined the implications of
varying the albedo of different vegetation types either together
or separately, and found the RF relative to PNV to vary from —
0.65 W m2to +0.47 W m2; however, the positive RFs occurred
in only a few cases and resulted from large reductions in surface
albedo in semi-arid regions on conversion to pasture, so were
considered unrealistic by the study’s authors. The single most
important factor for the uncertainty in the study by Myhre and
Myhre (2003) was found to be the surface albedo for cropland.
In simulations where only the cropland surface albedo was
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varied between 0.15, 0.18 and 0.20, the resulting RFs relative to
PNV were —0.06, —0.20 and —0.29 W m2, respectively. Similar
results were found by Matthews et al. (2003) considering only
cropland changes and not pasture; with cropland surface albedos
of 0.17 and 0.20, RFs relative to 1700 were —0.15 and —0.28
W m2, respectively.

2.53.1.3 Uncertainties in other parts of the model

When climate models are used to estimate the RF,
uncertainties in other parts of the model also affect the
estimates. In particular, the simulation of snow cover affects
the extent to which land cover changes affect surface albedo.
Betts (2000) estimated that the systematic biases in snow cover
in HadAM3 introduced errors of up to approximately 10% in
the simulation of local RF due to conversion between forest
and open land. Such uncertainties could be reduced by the use
of an observational snow climatology in a model that just treats
the radiative transfer (Myhre and Myhre, 2003). The simulation
of cloud cover affects the extent to which the simulated surface
albedo changes affect planetary albedo — too much cloud cover
could diminish the contribution of surface albedo changes to
the planetary albedo change.

On the basis of the studies assessed here, including a number
of new estimates since the TAR, the assessment is that the best
estimate of RF relative to 1750 due to land-use related surface
albedo change should remain at —0.2 = 0.2 W m2. In the light
of the additional modelling studies, the exclusion of feedbacks,
the improved incorporation of large-scale observations and the
explicit consideration of land use reconstructions for 1750,
the level of scientific understanding is raised to medium-low,
compared to low in the TAR (Section 2.9, Table 2.11).

2.5.4 Radiative Forcing by Anthropogenic
Surface Albedo Change: Black Carbon in
Snow and Ice

The presence of soot particles in snow could cause a decrease
in the albedo of snow and affect snowmelt. Initial estimates by
Hansen et al. (2000) suggested that BC could thereby exert a
positive RF of +0.2 W m~2. This estimate was refined by Hansen
and Nazarenko (2004), who used measured BC concentrations
within snow and ice at a wide range of geographic locations
to deduce the perturbation to the surface and planetary albedo,
deriving an RF of +0.15 W m2. The uncertainty in this estimate
is substantial due to uncertainties in whether BC and snow
particles are internally or externally mixed, in BC and snow
particle shapes and sizes, in voids within BC particles, and in
the BC imaginary refractive index. Jacobson (2004) developed
a global model that allows the BC aerosol to enter snow via
precipitation and dry deposition, thereby modifying the snow
albedo and emissivity. They found modelled concentrations
of BC within snow that were in reasonable agreement with
those from many observations. The model study found that BC
on snow and sea ice caused a decrease in the surface albedo
of 0.4% globally and 1% in the NH, although RFs were not
reported. Hansen et al. (2005) allowed the albedo change to be
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proportional to local BC deposition according to Koch (2001)
and presented a further revised estimate of 0.08 W m=2. They
also suggested that this RF mechanism produces a greater
temperature response by a factor of 1.7 than an equivalent CO,
RF, that is, the ‘efficacy’ may be higher for this RF mechanism
(see Section 2.8.5.7). This report adopts a best estimate for the
BC on snow RF of +0.10 £ 0.10 W m=2, with a low level of
scientific understanding (Section 2.9, Table 2.11).

2.5.5 Other Effects of Anthropogenic Changes
in Land Cover

Anthropogenic land use and land cover change can also
modify climate through other mechanisms, some directly
perturbing the Earth radiation budget and some perturbing other
processes. Impacts of land cover change on emissions of CO,,
CH,, biomass burning aerosols and dust aerosols are discussed
in Sections 2.3 and 2.4. Land cover change itself can also modify
the surface energy and moisture budgets through changes in
evaporation and the fluxes of latent and sensible heat, directly
affecting precipitation and atmospheric circulation as well as
temperature. Model results suggest that the combined effects of
past tropical deforestation may have exerted regional warmings
of approximately 0.2°C relative to PNV, and may have perturbed
the global atmospheric circulation affecting regional climates
remote from the land cover change (Chase et al., 2000; Zhao et
al., 2001; Pielke et al., 2002; Chapters 7, 9 and 11).

Since the dominant aspect of land cover change since 1750
has been deforestation in temperate regions, the overall effect
of anthropogenic land cover change on global temperature will
depend largely on the relative importance of increased surface
albedo in winter and spring (exerting a cooling) and reduced
evaporation in summer and in the tropics (exerting a warming)
(Bounoua et al.,, 2002). Estimates of global temperature
responses from past deforestation vary from 0.01°C (Zhao et
al., 2001) to —0.25°C (Govindasamy et al., 2001a; Brovkin et
al., 2006). If cooling by increased surface albedo dominates,
then the historical effect of land cover change may still be
adequately represented by RF. With tropical deforestation
becoming more significant in recent decades, warming due to
reduced evaporation may become more significant globally
than increased surface albedo. Radiative forcing would then be
less useful as a metric of climate change induced by land cover
change recently and in the future.

2.5.6 Tropospheric Water Vapour from
Anthropogenic Sources

Anthropogenic use of water is less than 1% of natural sources
of water vapour and about 70% of the use of water for human
activity is from irrigation (D6ll, 2002). Several regional studies
have indicated an impact of irrigation on temperature, humidity
and precipitation (Barnston and Schickedanz, 1984; Lohar and
Pal, 1995; de Ridder and Gallée, 1998; Moore and Rojstaczer,
2001; Zhang et al., 2002). Boucher et al. (2004) used a GCM
to show that irrigation has a global impact on temperature and

humidity. Over Asia where most of the irrigation takes place,
the simulations showed a change in the water vapour content in
the lower troposphere of up to 1%, resulting in an RF of +0.03
W m2. However, the effect of irrigation on surface temperature
was dominated by evaporative cooling rather than by the excess
greenhouse effect and thus a decrease in surface temperature was
found. Irrigation affects the temperature, humidity, clouds and
precipitation as well as the natural evaporation through changes
in the surface temperature, raising questions about the strict use
of RF in this case. Uncertainties in the water vapour flow to
the atmosphere from irrigation are significant and Gordon et al.
(2005) gave a substantially higher estimate compared to that of
Boucher et al. (2004). Most of this uncertainty is likely to be
linked to differences between the total withdrawal for irrigation
andthe amountactuallyused (Boucheretal.,2004). Furthermore,
Gordon et al. (2005) also estimated a reduced water vapour
flow to the atmosphere from deforestation, most importantly
in tropical areas. This reduced water vapour flow is a factor of
three larger than the water vapour increase due to irrigation in
Boucher et al. (2004), but so far there are no estimates of the
effect of this on the water vapour content of the atmosphere
and its RF. Water vapour changes from deforestation will,
like irrigation, affect the surface evaporation and temperature
and the water cycle in the atmosphere. Radiative forcing from
anthropogenic sources of tropospheric water vapour is not
evaluated here, since these sources affect surface temperature
more significantly through these non-radiative processes, and
a strict use of the RF is problematic. The emission of water
vapour from fossil fuel combustion is significantly lower than
the emission from changes in land use (Boucher et al., 2004).

2.5.7 Anthropogenic Heat Release

Urban heat islands result partly from the physical properties
of the urban landscape and partly from the release of heat into
the environment by the use of energy for human activities such
as heating buildings and powering appliances and vehicles
(‘human energy production’). The global total heat flux from
this is estimated as 0.03 W m2 (Nakicenovic, 1998). If this
energy release were concentrated in cities, which are estimated
to cover 0.046% of the Earth’s surface (Loveland et al., 2000)
the mean local heat flux in a city would be 65 W m—2. Daytime
values in central Tokyo typically exceed 400 W m2 with a
maximum of 1,590 W m2 in winter (Ichinose et al., 1999).
Although human energy production is a small influence at the
global scale, it may be very important for climate changes in
cities (Betts and Best, 2004; Crutzen, 2004).

2.5.8 Effects of Carbon Dioxide Changes on
Climate via Plant Physiology: ‘Physiological
Forcing’

As well as exerting an RF on the climate system, increasing
concentrations of atmospheric CO, can perturb the climate
system through direct effects on plant physiology. Plant stomatal
apertures open less under higher CO, concentrations (Field et
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al., 1995), which directly reduces the flux of moisture from the
surface to the atmosphere through transpiration (Sellers et al.,
1996). A decrease in moisture flux modifies the surface energy
balance, increasing the ratio of sensible heat flux to latent heat
flux and therefore warming the air near the surface (Sellers et
al., 1996; Betts et al., 1997; Cox et al., 1999). Betts et al. (2004)
proposed the term ‘physiological forcing’ for this mechanism.
Although no studies have yet explicitly quantified the present-
day temperature response to physiological forcing, the presence
of this forcing has been detected in global hydrological budgets
(Gedney et al., 2006; Section 9.5). This process can be considered
anon-initial radiative effect, as distinct from a feedback, since the
mechanism involves a direct response to increasing atmospheric
CO, and not a response to climate change. It is not possible
to quantify this with RF. Reduced global transpiration would
also be expected to reduce atmospheric water vapour causing a
negative forcing, but no estimates of this have been made.

Increased CO, concentrations can also ‘fertilize’ plants
by stimulating photosynthesis, which models suggest has
contributed to increased vegetation cover and leaf area over the
20th century (Cramer et al., 2001). Increases in the Normalized
Difference Vegetation Index, a remote sensing product
indicative of leaf area, biomass and potential photosynthesis,
have been observed (Zhou et al., 2001), although other
causes including climate change itself are also likely to have
contributed. Increased vegetation cover and leaf area would
decrease surface albedo, which would act to oppose the increase
in albedo due to deforestation. The RF due to this process has not
been evaluated and there is a very low scientific understanding
of these effects.

2.6 Contrails and Aircraft-iInduced

Cloudiness

2.6.1 Introduction

The IPCC separately evaluated the RF from subsonic and
supersonic aircraft operations in the Special Report on Aviation
and the Global Atmosphere (IPCC, 1999), hereinafter designated
as IPCC-1999. Like many other sectors, subsonic aircraft
operations around the globe contribute directly and indirectly to
the RF of climate change. This section only assesses the aspects
that are unique to the aviation sector, namely the formation of
persistent condensation trails (contrails), their impact on cirrus
cloudiness, and the effects of aviation aerosols. Persistent
contrail formation and induced cloudiness are indirect effects
from aircraft operations because they depend on variable
humidity and temperature conditions along aircraft flight tracks.
Thus, future changes in atmospheric humidity and temperature
distributions in the upper troposphere will have consequences
for aviation-induced cloudiness. Also noted here is the potential
role of aviation aerosols in altering the properties of clouds that
form later in air containing aircraft emissions.
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2.6.2 Radiative Forcing Estimates for Persistent
Line-Shaped Contrails

Aircraft produce persistent contrails in the upper troposphere
in ice-supersaturated air masses (IPCC, 1999). Contrails
are thin cirrus clouds, which reflect solar radiation and trap
outgoing longwave radiation. The latter effect is expected to
dominate for thin cirrus (Hartmann et al., 1992; Meerkotter
et al., 1999), thereby resulting in a net positive RF value for
contrails. Persistent contrail cover has been calculated globally
from meteorological data (e.g., Sausen et al., 1998) or by using
a modified cirrus cloud parametrization in a GCM (Ponater et
al., 2002). Contrail cover calculations are uncertain because the
extent of supersaturated regions in the atmosphere is poorly
known. The associated contrail RF follows from determining
an optical depth for the computed contrail cover. The global RF
values for contrail and induced cloudiness are assumed to vary
linearly with distances flown by the global fleet if flight ambient
conditions remain unchanged. The current best estimate for the
RF of persistent linear contrails for aircraft operations in 2000
is +0.010 W m2 (Table 2.9; Sausen et al., 2005). The value
is based on independent estimates derived from Myhre and
Stordal (2001b) and Marquart et al. (2003) that were updated
for increased aircraft traffic in Sausen et al. (2005) to give RF
estimates of +0.015 W m2 and +0.006 W m2, respectively.
The uncertainty range is conservatively estimated to be a factor
of three. The +0.010 W m2 value is also considered to be the
best estimate for 2005 because of the slow overall growth in
aviation fuel use in the 2000 to 2005 period. The decrease in
the best estimate from the TAR by a factor of two results from
reassessments of persistent contrail cover and lower optical
depth estimates (Marquart and Mayer, 2002; Meyer et al., 2002;
Ponater et al., 2002; Marquart et al., 2003). The new estimates

Table 2.9. Radiative forcing terms for contrail and cirrus effects caused by global
subsonic aircraft operations.

Radiative forcing (W m-2)2

1992 IPCCP 2000 IPCCc 20004
CO,d 0.018 0.025 0.025
Persistent linear 0.020 0.034 0.010
contrails (0.006 to 0.015)
Aviation-induced 0to 0.040 n.a.

cloudiness without
persistent contrails

0.030
(0.010 to 0.080)

Aviation-induced
cloudiness with
persistent contrails

Notes:

a Values for contrails are best estimates. Values in parentheses give the
uncertainty range.

b Values from IPCC-1999 (IPCC, 1999).

¢ Values interpolated from 1992 and 2015 estimates in IPCC-1999 (Sausen et
al., 2005).

d Sausen et al. (2005). Values are considered valid (within 10%) for 2005
because of slow growth in aviation fuel use between 2000 and 2005.
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include diurnal changes in the solar RF, which decreases the net
RF for a given contrail cover by about 20% (Myhre and Stordal,
2001b). The level of scientific understanding of contrail RF is
considered low, since important uncertainties remain in the
determination of global values (Section 2.9, Table 2.11). For
example, unexplained regional differences are found in contrail
optical depths between Europe and the USA that have not been
fully accounted for in model calculations (Meyer et al., 2002;
Ponater et al., 2002; Palikonda et al., 2005).

2.6.3 Radiative Forcing Estimates for Aviation-
Induced Cloudiness

Individual persistent contrails are routinely observed to
shear and spread, covering large additional areas with cirrus
cloud (Minnis et al., 1998). Aviation aerosol could also lead to
changes in cirrus cloud (see Section 2.6.4). Aviation-induced
cloudiness (AIC) is defined to be the sum of all changes in
cloudiness associated with aviation operations. Thus, an AIC
estimate includes persistent contrail cover. Because spreading
contrails lose their characteristic linear shape, a component of
AIC is indistinguishable from background cirrus. This basic
ambiguity, which prevented the formulation of a best estimate
of AIC amounts and the associated RF in IPCC-1999, still
exists for this assessment. Estimates of the ratio of induced
cloudiness cover to that of persistent linear contrails range
from 1.8 to 10 (Minnis et al., 2004; Mannstein and Schumann,
200519), indicating the uncertainty in estimating AIC amounts.
Initial attempts to quantify AIC used trend differences in cirrus
cloudiness between regions of high and low aviation fuel
consumption (Boucher, 1999). Since IPCC-1999, two studies
have also found significant positive trends in cirrus cloudiness
in some regions of high air traffic and found lower to negative
trends outside air traffic regions (Zerefos et al., 2003; Stordal et
al., 2005). Using the International Satellite Cloud Climatology
Project (ISCCP) database, these studies derived cirrus cover
trends for Europe of 1 to 2% per decade over the last one to
two decades. A study with the Television Infrared Observation
Satellite (TIROS) Operational Vertical Sounder (TOVS)
provides further support for these trends (Stubenrauch and
Schumann, 2005). However, cirrus trends that occurred due
to natural variability, climate change or other anthropogenic
effects could not be accounted for in these studies. Cirrus trends
over the USA (but not over Europe) were found to be consistent
with changes in contrail cover and frequency (Minnis et al.,
2004). Thus, significant uncertainty remains in attributing
observed cirrus trends to aviation.

Regional cirrus trends were used as a basis to compute a
global mean RF value for AIC in 2000 of +0.030 W m2 with a
range of +0.01 to +0.08 W m~2 (Stordal et al., 2005). This value
is not considered a best estimate because of the uncertainty in
the optical properties of AIC and in the assumptions used to
derive AIC cover. However, this value is in good agreement
with the upper limit estimate for AIC RF in 1992 of +0.026

W m 2 derived from surface and satellite cloudiness observations
(Minnis et al., 2004). A value of +0.03 W m~2 is close to the
upper-limit estimate of +0.04 W m2 derived for non-contrail
cloudiness in IPCC-1999. Without an AIC best estimate, the best
estimate of the total RF value for aviation-induced cloudiness
(Section 2.9.2, Table 2.12 and Figure 2.20) includes only that
due to persistent linear contrails. Radiative forcing estimates
for AIC made using cirrus trend data necessarily cannot
distinguish between the components of aviation cloudiness,
namely persistent linear contrails, spreading contrails and other
aviation aerosol effects. Some aviation effects might be more
appropriately considered feedback processes rather than an RF
(see Sections 2.2 and 2.4.5). However, the low understanding of
the processes involved and the lack of quantitative approaches
preclude reliably making the forcing/feedback distinction for
all aviation effects in this assessment.

Two issues related to the climate response of aviation
cloudiness are worth noting here. First, Minnis et al. (2004,
2005) used their RF estimate for total AIC over the USA in an
empirical model, and concluded that the surface temperature
response for the period 1973 to 1994 could be as large as the
observed surface warming over the USA (around 0.3°C per
decade). In response to the Minnis et al. conclusion, contrail RF
was examined in two global climate modelling studies (Hansen
et al., 2005; Ponater et al., 2005). Both studies concluded that
the surface temperature response calculated by Minnis et al.
(2004) is too large by one to two orders of magnitude. For the
Minnis et al. result to be correct, the climate efficacy or climate
sensitivity of contrail RF would need to be much greater than
that of other larger RF terms, (e.g., CO,). Instead, contrail RF
is found to have a smaller efficacy than an equivalent CO, RF
(Hansen et al., 2005; Ponater et al., 2005) (see Section 2.8.5.7),
which is consistent with the general ineffectiveness of high
clouds in influencing diurnal surface temperatures (Hansen
et al., 1995, 2005). Several substantive explanations for the
incorrectness of the enhanced response found in the Minnis et
al. study have been presented (Hansen et al., 2005; Ponater et
al., 2005; Shine, 2005).

The second issue is that the absence of AIC has been
proposed as the cause of the increased diurnal temperature
range (DTR) found in surface observations made during the
short period when all USA air traffic was grounded starting on
11 September 2001 (Travis et al., 2002, 2004). The Travis et
al. studies show that during this period: (i) DTR was enhanced
across the conterminous USA, with increases in the maximum
temperatures that were not matched by increases of similar
magnitude in the minimum temperatures, and (ii) the largest
DTR changes corresponded to regions with the greatest contrail
cover. The Travis et al. conclusions are weak because they are
based on a correlation rather than a quantitative model and rely
(necessarily) on very limited data (Schumann, 2005). Unusually
clear weather across the USA during the shutdown period also
has been proposed to account for the observed DTR changes
(Kalkstein and Balling, 2004). Thus, more evidence and a

10 A corrigendum to this paper has been submitted for publication by these authors but has not been assessed here.
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quantitative physical model are needed before the validity of
the proposed relationship between regional contrail cover and
DTR can be considered further.

2.6.4 Aviation Aerosols

Global aviation operations emit aerosols and aerosol
precursors into the upper troposphere and lower stratosphere
(IPCC, 1999; Hendricks et al., 2004). As a result, aerosol
number and/or mass are enhanced above background values in
these regions. Aviation-induced cloudiness includes the possible
influence of aviation aerosol on cirrus cloudiness amounts. The
most important aerosols are those composed of sulphate and
BC (soot). Sulphate aerosols arise from the emissions of fuel
sulphur and BC aerosol results from incomplete combustion
of aviation fuel. Aviation operations cause enhancements of
sulphate and BC in the background atmosphere (IPCC, 1999;
Hendricks et al., 2004). An important concern is that aviation
aerosol can act as nuclei in ice cloud formation, thereby altering
the microphysical properties of clouds (Jensen and Toon, 1997;
Karcher, 1999; Lohmann et al., 2004) and perhaps cloud cover.
A modelling study by Hendricks et al. (2005) showed the
potential for significant cirrus modifications by aviation caused
by increased numbers of BC particles. The modifications would
occur in flight corridors as well as in regions far away from flight
corridors because of aerosol transport. In the study, aviation
aerosols either increase or decrease ice nuclei in background
cirrus clouds, depending on assumptions about the cloud
formation process. Results from a cloud chamber experiment
showed that a sulphate coating on soot particles reduced their
effectiveness as ice nuclei (Mohler et al., 2005). Changes in
ice nuclei number or nucleation properties of aerosols can
alter the radiative properties of cirrus clouds and, hence, their
radiative impact on the climate system, similar to the aerosol-
cloud interactions discussed in Sections 2.4.1, 2.4.5 and 7.5.
No estimates are yet available for the global or regional RF
changes caused by the effect of aviation aerosol on background
cloudiness, although some of the RF from AIC, determined by
correlation studies (see Section 2.6.3), may be associated with
these aerosol effects.

2.7 Natural Forcings

2.7.1 Solar Variability

The estimates of long-term solar irradiance changes used
in the TAR (e.g., Hoyt and Schatten, 1993; Lean et al., 1995)
have been revised downwards, based on new studies indicating
that bright solar faculae likely contributed a smaller irradiance
increase since the Maunder Minimum than was originally
suggested by the range of brightness in Sun-like stars (Hall and
Lockwood, 2004; M. Wang et al., 2005). However, empirical
results since the TAR have strengthened the evidence for solar
forcing of climate change by identifying detectable tropospheric
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changes associated with solar variability, including during the
solar cycle (Section 9.2; van Loon and Shea, 2000; Douglass and
Clader, 2002; Gleisner and Thejll, 2003; Haigh, 2003; Stott et
al.,2003; White et al., 2003; Coughlin and Tung, 2004; Labitzke,
2004; Crooks and Gray, 2005). The most likely mechanism is
considered to be some combination of direct forcing by changes
in total solar irradiance, and indirect effects of ultraviolet (UV)
radiation on the stratosphere. Least certain, and under ongoing
debate as discussed in the TAR, are indirect effects induced
by galactic cosmic rays (e.g., Marsh and Svensmark, 2000a,b;
Kristjansson et al., 2002; Sun and Bradley, 2002).
2.7.1.1  Direct Observations of Solar Irradiance
2.7.1.1.1  Satellite measurements of total solar irradiance
Four independent space-based instruments directly measure
total solar irradiance at present, contributing to a database
extant since November 1978 (Frohlich and Lean, 2004). The
Variability of Irradiance and Gravity Oscillations (VIRGO)
experiment on the Solar Heliospheric Observatory (SOHO)
has been operating since 1996, the ACRIM III on the Active
Cavity Radiometer Irradiance Monitor Satellite (ACRIMSAT)
since 1999 and the Earth Radiation Budget Satellite (ERBS)
(intermittently) since 1984. Most recent are the measurements
made by the Total Solar Irradiance Monitor (TIM) on the
Solar Radiation and Climate Experiment (SORCE) since 2003
(Rottman, 2005).

2.7.1.1.2  Observed decadal trends and variability

Different composite records of total solar irradiance have
been constructed from different combinations of the direct
radiometric measurements. The Physikalisch-Meteorologisches
Observatorium Davos (PMOD) composite (Frohlich and Lean,
2004), shown in Figure 2.16, combines the observations by
the ACRIM 1 on the Solar Maximum Mission (SMM), the
Hickey-Friedan radiometer on Nimbus 7, ACRIM II on the
Upper Atmosphere Research Satellite (UARS) and VIRGO on
SOHO by analysing the sensitivity drifts in each radiometer
prior to determining radiometric offsets. In contrast, the
ACRIM composite (Willson and Mordvinov, 2003), also
shown in Figure 2.16, utilises ACRIMSAT rather than VIRGO
observations in recent times and cross calibrates the reported
data assuming that radiometric sensitivity drifts have already
been fully accounted for. A third composite, the Space Absolute
Radiometric Reference (SARR) composite, uses individual
absolute irradiance measurements from the shuttle to cross
calibrate satellite records (Dewitte et al., 2005). The gross
temporal features of the composite irradiance records are very
similar, each showing day-to-week variations associated with
the Sun’s rotation on its axis, and decadal fluctuations arising
from the 11-year solar activity cycle. But the linear slopes differ
among the three different composite records, as do levels at
solar activity minima (1986 and 1996). These differences are
the result of different cross calibrations and drift adjustments
applied to individual radiometric sensitivities when constructing
the composites (Frohlich and Lean, 2004).
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Figure 2.16. Percentage change in monthly values of the total solar irradiance
composites of Willson and Mordvinov (2003; WMZ2003, violet symbols and line) and
Fréhlich and Lean (2004; FL2004, green solid line).

Solar irradiance levels are comparable in the two most recent
cycle minima when absolute uncertainties and sensitivity drifts
in the measurements are assessed (Frohlich and Lean, 2004 and
references therein). The increase in excess of 0.04% over the
27-year period of the ACRIM irradiance composite (Willson
and Mordvinov, 2003), although incompletely understood,
is thought to be more of instrumental rather than solar origin
(Frohlich and Lean, 2004). The irradiance increase in the
ACRIM composite is indicative of an episodic increase between
1989 and 1992 that is present in the Nimbus 7 data (Lee et al.,
1995; Chapman et al., 1996). Independent, overlapping ERBS
observations do not show this increase; nor do they suggest
a significant secular trend (Lee et al., 1995). Such a trend is
not present in the PMOD composite, in which total irradiance
between successive solar minima is nearly constant, to better
than 0.01% (Frohlich and Lean, 2004). Although a long-term
trend of order 0.01% is present in the SARR composite between
successive solar activity minima (in 1986 and 1996), it is not
statistically significant because the estimated uncertainty is
+0.026% (Dewitte et al., 2005).

Current understanding of solar activity and the known sources
of irradiance variability suggests comparable irradiance levels
during the past two solar minima. The primary known cause
of contemporary irradiance variability is the presence on the
Sun’s disk of sunspots (compact, dark features where radiation
is locally depleted) and faculae (extended bright features where
radiation is locally enhanced). Models that combine records of
the global sunspot darkening calculated directly from white light
images and the magnesium (Mg) irradiance index as a proxy
for the facular signal do not exhibit a significant secular trend
during activity minima (Frohlich and Lean, 2004; Preminger and
Walton, 2005). Nor do the modern instrumental measurements
of galactic cosmic rays, 10.7 cm flux and the aa geomagnetic
index since the 1950s (Benestad, 2005) indicate this feature.
While changes in surface emissivity by magnetic sunspot and
facular regions are, from a theoretical view, the most effective
in altering irradiance (Spruit, 2000), other mechanisms have
also been proposed that may cause additional, possibly secular,
irradiance changes. Of these, changes in solar diameter have
been considered a likely candidate (e.g., Sofia and Li, 2001). But
recent analysis of solar imagery, primarily from the Michelson

Doppler Imager (MDI) instrument on SOHO, indicates that
solar diameter changes are no more than a few kilometres per
year during the solar cycle (Dziembowski et al., 2001), for
which associated irradiance changes are 0.001%, two orders of
magnitude less than the measured solar irradiance cycle.

2.7.1.1.3  Measurements of solar spectral irradiance

The solar UV spectrum from 120 to 400 nm continues to
be monitored from space, with SORCE observations extending
those made since 1991 by two instruments on the UARS (Woods
et al., 1996). SORCE also monitors, for the first time from
space, solar spectral irradiance in the visible and near-infrared
spectrum, providing unprecedented spectral coverage that
affords a detailed characterisation of solar spectral irradiance
variability. Initial results (Harder et al., 2005; Lean et al., 2005)
indicate that, as expected, variations occur at all wavelengths,
primarily in response to changes in sunspots and faculae.
Ultraviolet spectral irradiance variability in the extended
database is consistent with that seen in the UARS observations
since 1991, as described in the TAR.

Radiation in the visible and infrared spectrum has a notably
different temporal character than the spectrum below 300 nm.
Maximum energy changes occur at wavelengths from 400 to
500 nm. Fractional changes are greatest at UV wavelengths
but the actual energy change is considerably smaller than in
the visible spectrum. Over the time scale of the 11-year solar
cycle, bolometric facular brightness exceeds sunspot blocking
by about a factor of two, and there is an increase in spectral
irradiance at most, if not all, wavelengths from the minimum
to the maximum of the solar cycle. Estimated solar cycle
changes are 0.08% in the total solar irradiance. Broken down by
wavelength range these irradiance changes are 1.3% at 200 to
300 nm, 0.2% at 315 to 400 nm, 0.08% at 400 to 700 nm, 0.04%
at 700 to 1,000 nm and 0.025% at 1,000 to 1,600 nm.

However, during episodes of strong solar activity, sunspot
blocking can dominate facular brightening, causing decreased
irradiance at most wavelengths. Spectral irradiance changes
on these shorter time scales now being measured by SORCE
provide tests of the wavelength-dependent sunspot and facular
parametrizations in solar irradiance variability models. The
modelled spectral irradiance changes are in good overall
agreement with initial SORCE observations but as yet the
SORCE observations are too short to provide definitive
information about the amplitude of solar spectral irradiance
changes during the solar cycle.

2.7.1.2  Estimating Past Solar Radiative Forcing

2.7.1.2.1  Reconstructions of past variations in solar
irradiance

Long-term solar irradiance changes over the past 400 years
may be less by a factor of two to four than in the reconstructions
employed by the TAR for climate change simulations. Irradiance
reconstructions such as those of Hoyt and Schatten (1993),
Lean et al. (1995), Lean (2000), Lockwood and Stamper (1999)
and Solanki and Fligge (1999), used in the TAR, assumed the
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existence of a long-term variability component in addition to
the known 11-year cycle, in which the 17th-century Maunder
Minimum total irradiance was reduced in the range of 0.15% to
0.3% below contemporary solar minima. The temporal structure
of this long-term component, typically associated with facular
evolution, was assumed to track either the smoothed amplitude
of the solar activity cycle or the cycle length. The motivation
for adopting a long-term irradiance component was three-fold.
Firstly, the range of variability in Sun-like stars (Baliunas and
Jastrow, 1990), secondly, the long-term trend in geomagnetic
activity, and thirdly, solar modulation of cosmogenic isotopes,
all suggested that the Sun is capable of a broader range of
activity than witnessed during recent solar cycles (i.e., the
observational record in Figure 2.16). Various estimates of the
increase in total solar irradiance from the 17th-century Maunder
Minimum to the current activity minima from these irradiance
reconstructions are compared with recent results in Table 2.10.
Each of the above three assumptions for the existence of a
significant long-term irradiance component is now questionable.
A reassessment of the stellar data was unable to recover the
original bimodal separation of lower calcium (Ca) emission in
non-cycling stars (assumed to be in Maunder-Minimum type
states) compared with higher emission in cycling stars (Hall and
Lockwood, 2004), which underpins the Lean et al. (1995) and
Lean (2000) irradiance reconstructions. Rather, the current Sun
is thought to have ‘typical’ (rather than high) activity relative
to other stars. Plausible lowest brightness levels inferred from
stellar observations are higher than the peak of the lower mode
of the initial distribution of Baliunas and Jastrow (1990). Other
studies raise the possibility of long-term instrumental drifts
in historical indices of geomagnetic activity (Svalgaard et al.,
2004), which would reduce somewhat the long-term trend in
the Lockwood and Stamper (1999) irradiance reconstruction.
Furthermore, the relationship between solar irradiance and
geomagnetic and cosmogenic indices is complex, and not
necessarily linear. Simulations of the transport of magnetic flux
on the Sun and propagation of open flux into the heliosphere
indicate that ‘open’ magnetic flux (which modulates geomagnetic
activity and cosmogenic isotopes) can accumulate on inter-
cycle time scales even when closed flux (such as in sunspots
and faculae) does not (Lean et al., 2002; Y. Wang et al., 2005).
A new reconstruction of solar irradiance based on a model
of solar magnetic flux variations (Y. Wang et al., 2005), which
does not invoke geomagnetic, cosmogenic or stellar proxies,
suggests that the amplitude of the background component
is significantly less than previously assumed, specifically
0.27 times that of Lean (2000). This estimate results from
simulations of the eruption, transport and accumulation of
magnetic flux during the past 300 years using a flux transport
model with variable meridional flow. Variations in both the total
flux and in just the flux that extends into the heliosphere (the
open flux) are estimated, arising from the deposition of bipolar
magnetic regions (active regions) and smaller-scale bright
features (ephemeral regions) on the Sun’s surface in strengths
and numbers proportional to the sunspot number. The open flux
compares reasonably well with the cosmogenic isotopes for
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which variations arise, in part, from heliospheric modulation.
This gives confidence that the approach is plausible. A small
accumulation of total flux (and possibly ephemeral regions)
produces a net increase in facular brightness, which, in
combination with sunspot blocking, permits the reconstruction
of total solar irradiance shown in Figure 2.17. There is a 0.04%
increase from the Maunder Minimum to present-day cycle
minima.

Prior to direct telescopic measurements of sunspots, which
commenced around 1610, knowledge of solar activity is inferred
indirectly from the 14C and "Be cosmogenic isotope records
in tree rings and ice cores, respectively, which exhibit solar-
related cycles near 90, 200 and 2,300 years. Some studies of
cosmogenic isotopes (Jirikowic and Damon, 1994) and spectral
analysis of the sunspot record (Rigozo et al., 2001) suggest that
solar activity during the 12th-century Medieval Solar Maximum
was comparable to the present Modern Solar Maximum. Recent
work attempts to account for the chain of physical processes in
which solar magnetic fields modulate the heliosphere, in turn
altering the penetration of the galactic cosmic rays, the flux of
which produces the cosmogenic isotopes that are subsequently
deposited in the terrestrial system following additional transport
and chemical processes. An initial effort reported exceptionally
high levels of solar activity in the past 70 years, relative to the
preceding 8,000 years (Solanki et al., 2004). In contrast, when
differences among isotopes records are taken into account
and the !4C record corrected for fossil fuel burning, current
levels of solar activity are found to be historically high, but not
exceptionally so (Muscheler et al., 2007).

Total Solar Irradiance
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Figure 2.17. Reconstructions of the total solar irradiance time series starting as
early as 1600. The upper envelope of the shaded regions shows irradiance variations
arising from the 11-year activity cycle. The lower envelope is the total irradiance
reconstructed by Lean (2000), in which the long-term trend was inferred from bright-
ness changes in Sun-like stars. In comparison, the recent reconstruction of Y. Wang
et al. (2005) is based on solar considerations alone, using a flux transport model to
simulate the long-term evolution of the closed flux that generates bright faculae.
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Table 2.10. Comparison of the estimates of the increase in RF from the 17th-century Maunder Minimum (MM) to contemporary solar minima, documenting new understand-
ing since the TAR.

RF Increase from
the Maunder Minimum

Assumptions to Contemporary Comment on

Reference and Technique Minima (W m-2)a Current Understanding

Schatten and Extrapolation of the 11-year irradiance cycle to ~0 Irradiance levels at cycle minima remain

Orosz (1990) the MM, using the sunspot record. approximately constant.

Lean et al. (1992) No spots, plage or network in Ca images 0.26 Maximum irradiance increase from a
assumed during MM. non-magnetic sun, due to changes in

known bright features on contemporary
solar disk.

Leanetal. (1992)  No spots, plage or network and reduced 0.45 New assessment of stellar data (Hall
basal emission in cell centres in Ca images to and Lockwood, 2004) does not support
match reduced brightness in non-cycling stars, original stellar brightness distribution,
assumed to be MM analogues. or the use of the brightness reduction in

the Baliunas and Jastrow (1990) ‘non-
cycling’ stars as MM analogues.

Hoyt and Schatten Convective restructuring implied by changes 0.65 As above
(1993)p in sunspot umbra/penumbra ratios from MM

to present: amplitude of increase from MM to

present based on brightness of non-cycling

stars, from Lean et al. (1992).

Lean et al. (1995) Reduced brightness of non-cycling stars, 0.45 As above
relative to those with active cycles, assumed
typical of MM.
Solanki and Fligge Combinations of above. 0.68 As above
(1999)P
Lean (2000) Reduced brightness of non-cycling stars 0.38 As above
(revised solar-stellar calibration) assumed
typical of MM.
Foster (2004) Non-magnetic sun estimates by removing 0.28 Similar approach to removal of spots,
Model bright features from MDI images assumed for plage and network by Lean et al. (1992).
MM.
Y. Wang et al. Flux transport simulations of total magnetic flux 0.1 Solar model suggests that modest
(2005)0 evolution from MM to present. accumulation of magnetic flux from

one solar cycle to the next produces a
modest increase in irradiance levels at
solar cycle minima.

Dziembowski et al. Helioseismic observations of solar interior ~0
(2001) oscillations suggest that the historical Sun

could not have been any dimmer than current

activity minima.

Notes:

aThe RF is the irradiance change divided by 4 (geometry) and multiplied by 0.7 (albedo). The solar activity cycle, which was negligible during the Maunder Minimum
and is of order 1 W m~2 (minimum to maximum) during recent cycles, is superimposed on the irradiance changes at cycle minima. When smoothed over 20 years,
this cycle increases the net RF in the table by an additional 0.09 W m-2.

b These reconstructions extend only to 1713, the end of the Maunder Minimum.
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2.7.1.2.2  Implications for solar radiative forcing

In terms of plausible physical understanding, the most
likely secular increase in total irradiance from the Maunder
Minimum to current cycle minima is 0.04% (an irradiance
increase of roughly 0.5 W m2 in 1,365 W m~2), corresponding
to an RF!! of +0.1 W m2. The larger RF estimates in Table
2.10, in the range of +0.38 to +0.68 W m2, correspond to
assumed changes in solar irradiance at cycle minima derived
from brightness fluctuations in Sun-like stars that are no longer
valid. Since the 11-year cycle amplitude has increased from the
Maunder Minimum to the present, the total irradiance increase
to the present-day cycle mean is 0.08%. From 1750 to the
present there was a net 0.05% increase in total solar irradiance,
according to the 11-year smoothed total solar irradiance time
series of Y. Wang et al. (2005), shown in Figure 2.17. This
corresponds to an RF of +0.12 W m2, which is more than a
factor of two less than the solar RF estimate in the TAR, also
from 1750 to the present. Using the Lean (2000) reconstruction
(the lower envelope in Figure 2.17) as an upper limit, there is
a 0.12% irradiance increase since 1750, for which the RF is
+0.3 W m2. The lower limit of the irradiance increase from
1750 to the present is 0.026% due to the increase in the 11-
year cycle only. The corresponding lower limit of the RF is
+0.06 W m2. As with solar cycle changes, long-term irradiance
variations are expected to have significant spectral dependence.
For example, the Y. Wang et al. (2005) flux transport estimates
imply decreases during the Maunder Minimum relative to
contemporary activity cycle minima of 0.43% at 200 to 300
nm, 0.1% at 315 to 400 nm, 0.05% at 400 to 700 nm, 0.03% at
700 to 1,000 nm and 0.02% at 1,000 to 1,600 nm (Lean et al.,
2005), compared with 1.4%, 0.32%, 0.17%, 0.1% and 0.06%,
respectively, in the earlier model of Lean (2000).

2.7.1.3  Indirect Effects of Solar Variability

Approximately 1% of the Sun’s radiant energy is in the UV
portion of the spectrum at wavelengths below about 300 nm,
which the Earth’s atmosphere absorbs. Although of considerably
smaller absolute energy than the total irradiance, solar UV
radiation is fractionally more variable by at least an order of
magnitude. It contributes significantly to changes in total solar
irradiance (15% of the total irradiance cycle; Lean et al., 1997)
and creates and modifies the ozone layer, but is not considered
as a direct RF because it does not reach the troposphere.
Since the TAR, new studies have confirmed and advanced the
plausibility of indirect effects involving the modification of the
stratosphere by solar UV irradiance variations (and possibly by
solar-induced variations in the overlying mesosphere and lower
thermosphere), with subsequent dynamical and radiative coupling
to the troposphere (Section 9.2). Whether solar wind fluctuations

(Boberg and Lundstedt, 2002) or solar-induced heliospheric
modulation of galactic cosmic rays (Marsh and Svensmark,
2000b) also contribute indirect forcings remains ambiguous.

As in the troposphere, anthropogenic effects, internal cycles
(e.g., the Quasi-Biennial Oscillation) and natural influences
all affect the stratosphere. It is now well established from
both empirical and model studies that solar cycle changes in
UV radiation alter middle atmospheric ozone concentrations
(Fioletov et al., 2002; Geller and Smyshlyaev, 2002; Hood,
2003), temperatures and winds (Ramaswamy et al., 2001;
Labitzke et al., 2002; Haigh, 2003; Labitzke, 2004; Crooks
and Gray, 2005), including the Quasi-Biennial Oscillation
(McCormack, 2003; Salby and Callaghan, 2004). In their recent
survey of solar influences on climate, Gray et al. (2005) noted
that updated observational analyses have confirmed earlier 11-
year cycle signals in zonally averaged stratospheric temperature,
ozone and circulation with increased statistical confidence.
There is a solar-cycle induced increase in global total ozone of
2 to 3% at solar cycle maximum, accompanied by temperature
responses that increase with altitude, exceeding 1°C around 50
km. However, the amplitudes and geographical and altitudinal
patterns of these variations are only approximately known, and
are not linked in an easily discernible manner to the forcing.
For example, solar forcing appears to induce a significant
lower stratospheric response (Hood, 2003), which may have a
dynamical origin caused by changes in temperature affecting
planetary wave propagation, but it is not currently reproduced
by models.

When solar activity is high, the more complex magnetic
configuration of the heliosphere reduces the flux of galactic
cosmic rays in the Earth’s atmosphere. Various scenarios have
been proposed whereby solar-induced galactic cosmic ray
fluctuations might influence climate (as surveyed by Gray et
al., 2005). Carslaw et al. (2002) suggested that since the plasma
produced by cosmic ray ionization in the troposphere is part of
an electric circuit that extends from the Earth’s surface to the
ionosphere, cosmic rays may affect thunderstorm electrification.
By altering the population of CCN and hence microphysical
cloud properties (droplet number and concentration), cosmic
rays may also induce processes analogous to the indirect
effect of tropospheric aerosols. The presence of ions, such as
produced by cosmic rays, is recognised as influencing several
microphysical mechanisms (Harrison and Carslaw, 2003).
Aerosols may nucleate preferentially on atmospheric cluster
ions. In the case of low gas-phase sulphuric acid concentrations,
ion-induced nucleation may dominate over binary sulphuric
acid-water nucleation. In addition, increased ion nucleation
and increased scavenging rates of aerosols in turbulent regions
around clouds seem likely. Because of the difficulty in tracking
the influence of one particular modification brought about by

11 To estimate RF, the change in total solar irradiance is multiplied by 0.25 to account for Earth-Sun geometry and then multiplied by 0.7 to account for the planetary albedo (e.g.,
Ramaswamy et al., 2001). Ideally this resulting RF should also be reduced by 15% to account for solar variations in the UV below 300 nm (see Section 2.7.1.3) and further
reduced by about 4% to account for stratospheric absorption of solar radiation above 300 nm and the resulting stratospheric adjustment (Hansen et al., 1997). However, these
corrections are not made to the RF estimates in this report because they: 1) represent small adjustments to the RF; 2) may in part be compensated by indirect effects of solar-
ozone interaction in the stratosphere (see Section 2.7.1.3); and 3) are not routinely reported in the literature.
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ions through the long chain of complex interacting processes,
quantitative estimates of galactic cosmic-ray induced changes
in aerosol and cloud formation have not been reached.

Many empirical associations have been reported between
globally averaged low-level cloud cover and cosmic ray
fluxes (e.g., Marsh and Svensmark, 2000a,b). Hypothesised
to result from changing ionization of the atmosphere from
solar-modulated cosmic ray fluxes, an empirical association
of cloud cover variations during 1984 to 1990 and the solar
cycle remains controversial because of uncertainties about the
reality of the decadal signal itself, the phasing or anti-phasing
with solar activity, and its separate dependence for low, middle
and high clouds. In particular, the cosmic ray time series
does not correspond to global total cloud cover after 1991 or
to global low-level cloud cover after 1994 (Kristjansson and
Kristiansen, 2000; Sun and Bradley, 2002) without unproven
de-trending (Usoskin et al., 2004). Furthermore, the correlation
is significant with low-level cloud cover based only on infrared
(not visible) detection. Nor do multi-decadal (1952 to 1997)
time series of cloud cover from ship synoptic reports exhibit a
relationship to cosmic ray flux. However, there appears to be a
small but statistically significant positive correlation between
cloud over the UK and galactic cosmic ray flux during 1951 to
2000 (Harrison and Stephenson, 2006). Contrarily, cloud cover
anomalies from 1900 to 1987 over the USA do have a signal
at 11 years that is anti-phased with the galactic cosmic ray
flux (Udelhofen and Cess, 2001). Because the mechanisms are
uncertain, the apparent relationship between solar variability
and cloud cover has been interpreted to result not only from
changing cosmic ray fluxes modulated by solar activity in the
heliosphere (Usoskin et al., 2004) and solar-induced changes in
ozone (Udelhofen and Cess, 2001), but also from sea surface
temperatures altered directly by changing total solar irradiance
(Kristjansson et al., 2002) and by internal variability due to
the El Nifio-Southern Oscillation (Kernthaler et al., 1999). In
reality, different direct and indirect physical processes (such as
those described in Section 9.2) may operate simultaneously.

The direct RF due to increase in solar irradiance is reduced
from the TAR. The best estimate is +0.12 W m™> (90%
confidence interval: +0.06 to +0.30 W m2). While there have
been advances in the direct solar irradiance variation, there
remain large uncertainties. The level of scientific understanding
is elevated to low relative to TAR for solar forcing due to direct
irradiance change, while declared as very low for cosmic ray
influences (Section 2.9, Table 2.11).

2.7.2 Explosive Volcanic Activity

2.7.2.1 Radiative Effects of Volcanic Aerosols

Volcanic sulphate aerosols are formed as a result of oxidation
of the sulphur gases emitted by explosive volcanic eruptions into
the stratosphere. The process of gas-to-particle conversion has
an e-folding time of roughly 35 days (Bluth et al., 1992; Read
et al., 1993). The e-folding time (by mass) for sedimentation of

sulphate aerosols is typically about 12 to 14 months (Lambert
et al., 1993; Baran and Foot, 1994; Barnes and Hoffman, 1997,
Bluth et al., 1997). Also emitted directly during an eruption
are volcanic ash particulates (siliceous material). These are
particles usually larger than 2 um that sediment out of the
stratosphere fairly rapidly due to gravity (within three months
or so), but could also play a role in the radiative perturbations
in the immediate aftermath of an eruption. Stratospheric aerosol
data incorporated for climate change simulations tends to be
mostly that of the sulphates (Sato et al., 1993; Stenchikov et
al., 1998; Ramachandran et al., 2000; Hansen et al., 2002; Tett
et al., 2002; Ammann et al., 2003). As noted in the Second
Assessment Report (SAR) and the TAR, explosive volcanic
events are episodic, but the stratospheric aerosols resulting
from them yield substantial transitory perturbations to the
radiative energy balance of the planet, with both shortwave and
longwave effects sensitive to the microphysical characteristics
of the aerosols (e.g., size distribution).

Long-term ground-based and balloon-borne instrumental
observations have resulted in an understanding of the optical
effects and microphysical evolution of volcanic aerosols
(Deshler et al., 2003; Hofmann et al., 2003). Important ground-
based observations of aerosol characteristics from pre-satellite
era spectral extinction measurements have been analysed by
Stothers (2001a,b), but they do not provide global coverage.
Global observations of stratospheric acrosol over the last 25 years
have been possible owing to a number of satellite platforms, for
example, TOMS and TOVS have been used to estimate SO,
loadings from volcanic eruptions (Krueger et al., 2000; Prata
et al., 2003). The Stratospheric Aerosol and Gas Experiment
(SAGE) and Stratospheric Aerosol Measurement (SAM) projects
(e.g., McCormick, 1987) have provided vertically resolved
stratospheric aerosol spectral extinction data for over 20 years,
the longest such record. This data set has significant gaps in
coverage at the time of the El Chichén eruption in 1982 (the
second most important in the 20th century after Mt. Pinatubo in
1991) and when the aerosol cloud is dense; these gaps have been
partially filled by lidar measurements and field campaigns (e.g.,
Antuia et al., 2003; Thomason and Peter, 20006).

Volcanic aerosols transported in the atmosphere to polar
regions are prese